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ABSTRACT: This article is a primer that is intended to serve as a concise source of
information for researchers interested in learning relaxation aspects in NMR. Explicit
expressions have been derived for the equation of motion of nuclear spins in the solution
state. General expressions valid for all motional regimes, including anisotropy of spin
interactions and molecular motions, are presented. Intricate details that impact the validity
of various expressions have been elaborated and efforts have been made to maintain
consistent notation. The suitable examples given here should help in the understanding of
the concepts developed in the theory. © 2003 Wiley Periodicals, Inc. Concepts Magn Reson

Part A 17A: 86–116, 2003
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INTRODUCTION

NMR spectroscopy has proved to be a valuable tech-
nique to understand the structure and dynamics of

molecular systems (1–15). Its ability to yield such
information in the liquid state is so remarkable that its
development has been tremendous (16). The quest for
understanding the structure and dynamics of large
molecules (�100 kDa) is pushing the technique to
very high fields (17–19). Aside from the benefits in
terms of sensitivity and spectral spread, the advan-
tages stemming from relaxation effects at high fields
can aid in the study of large molecules. It is predicted
that NMR experiments of a 300-kDa protein at very
high Larmor frequencies (�1 GHz) would yield in-
telligible spectra that are suitable for 3-dimensional
structure elucidation (20–24). Such predications are
based on applying relaxation theories, known since
the advent of NMR, to systems of such sizes and field
strengths. Furthermore, measurements of the anisot-
ropy of spin interactions and motions have been
widely used to derive information on structure and
dynamics (13, 25–29).
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The theory of relaxation of nuclear spins in liquids
is well established and several classic treatises (1,
30–34) and numerous review articles (7, 13–15, 25,
28, 35–44) exist. Most of the descriptions, however,
tend to focus on the motional narrowing limit where
the rate of rotation due to Brownian motion is much
faster than the transition frequency (spectrometer fre-
quency), a situation applicable for the study of small
molecules. Present day applications have evolved to
include the study of macromolecules, such as pro-
teins, nucleic acids, and their complexes; and it is not
always possible to directly use expressions from these
works to understand the experimental data. Although
it is straightforward to extend the theory to include all
motional regimes, presenting such a description from
the first principles with a consistent notation is highly
desirable and useful.

The purpose of this article is to systematically derive
explicit expressions for various relaxation rate constants
by following the equation of motion of the nuclear spins
in the solution state. General expressions valid for all
motional regimes, including internal motions and aniso-
tropic spin interactions, are derived. This article is in-
tended as a concise source of information for researchers
interested in learning relaxation aspects in NMR. The
formulation of the master equation of motion and the
relaxation Hamiltonians closely follow previously pub-
lished works in classic texts and the general literature,
and no originality is claimed. However, in describing the
correlation functions we adopted a general framework to
include dynamics aspects as laid out by previous re-
searchers. We strived to maintain a consistent notation
and elaborate intricate details that impact on the validity
of various expressions.

We introduce the general aspects of relaxation in
the solution state with master equations in terms of the
density matrix and in the operator form. A general
method of deriving the various relaxation Hamiltoni-
ans responsible for the relaxation mechanisms is de-
scribed. We derive correlation (both autocorrelation
and cross correlation) functions with an emphasis on
dynamics information in the framework developed by
previous researchers. The application of the theory to
realistic problems is discussed.

MASTER EQUATION OF NMR
RELAXATION

Relaxation of nuclear spins in the solution state is
conveniently described by a semiclassical approach.
The static coherent interactions among nuclear spins
and with an applied magnetic field are treated in a
quantum mechanical framework while a classical ap-

proach is used to characterize the stochastic interac-
tions of the nuclear spins with their surroundings,
which is called the lattice. The lattice is assumed to
have continuous energy levels because of its large
number of degrees of freedom, and it possesses a
large heat capacity and thus remains in thermal equi-
librium at all times. The spins are coupled only
weakly to the lattice through time dependent interac-
tions that are random because of the rotational Brown-
ian motion of the molecules. It is assumed that the
nature of the randomness is a particular class called
the stationary random process, in which the random
functions in time are independent of the time origin
and depend only on the duration elapsed (also known
as the Markovian process). Further, the average over
these random, time dependent interactions at time
durations longer than the correlation time (the time
the molecule takes to perform a rotation by 1 rad) is
zero [e.g., see Woessner (45)]. These set of rules are
rarely violated in solution NMR spectroscopy and
provide the necessary framework to extract dynamics
information and various relaxation parameters from
the evolution of a suitable observable in the form of a
NMR spectrum.

In 1946, Bloch (46) first presented a spin relax-
ation theory based on a phenomenological set of equa-
tions, known as the Bloch equations, in which the
behavior of the spin system is characterized by two
rate constants T1 and T2, which represent the longitu-
dinal and transverse relaxation times, respectively. In
the method proposed by Bloembergen, Purcell, and
Pound (47), known as BPP theory, the spin relaxation
times were derived based on a rigorous treatment of
spin–lattice interactions affected by molecular mo-
tions. Further refinement of the BPP theory led to the
current general method to describe the relaxation of
nuclear spins, commonly referred to as the Bloch,
Wangness (48), and Redfield (35, 49) theory. Several
groups have conducted detailed investigations of var-
ious aspects of the nuclear spin relaxation (50–52),
and the articles by Hubbard (50, 53, 54) are undoubt-
edly seminal in this area.

Redfield Equation as Master Equation for
Density Matrix

A density matrix appropriately describes the quantum
and statistical nature of any state of an ensemble of
nuclear spins (55–57). The equation of motion of the
density matrix then yields the time evolution of the
populations and the various coherences of the spin
system that may be created in an experiment. The
fundamental von-Liouville equation of motion of the
density matrix � is
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1

i

d�

dt
� ��H0 � H1�t�, �� [1]

where H0 is the time independent part of the Hamil-
tonian, which represents the Zeeman interaction of
nuclear spins with an applied magnetic field, and it
may also contain any static spin–spin interactions; and
H1(t) is the time dependent Hamiltonian that de-
scribes the interaction between nuclear spins and the
lattice leading to relaxation. Both H0 and H1(t) are
written in Dirac units (	), which is Planck’s constant
(1.0546 
 10�34 J s).

We transform Eq. [1] to an interaction representa-
tion defined by

�* � eiH0t�e�iH0t, H*1�t� � eiH0tH1�t�e
�iH0t [2]

in which the evolution or time dependence of the
density matrix due to the dominant Zeeman interac-
tion is removed and the slow evolution of the spin
system under the relaxation Hamiltonian can be de-
lineated. This rotation is equivalent to a rotating frame
transformation of the density matrix to remove the
time dependence arising from the radio frequency
(RF) field. Substitution of Eq. [2] in Eq. [1] yields an
equation of motion in the interaction frame as

1

i

d�*

dt
� ��H*1�t�, �*�. [3]

A general solution to Eq. [3] is given by

�*�t� � �*�0� � i �
0

t

dt��H*1�t��, �*�t���. [4]

In general, �*(t�) in the integral on the right-hand side
(RHS) is not known and an approximate solution can
be obtained by replacing �*(t�) with �*(0) and inte-
grating by successive approximations up to second
order to yield

�*�t� � �*�0� � i �
0

t

dt��H*1�t��, �*�0��

� �
0

t

dt� �
0

t�

dt��H*1�t��, �H*1�t��, �*�0��� [5]

and then by taking a time derivative, we get an ap-
proximate rate equation

d�*�t�

dt
� �i�H*1�t�, �*�0���

� �
0

t

dt��H*1�t�, �H*1�t��, �*�0���. [6]

This approach is equivalent to a standard time depen-
dent perturbation approximation carried out up to
second order in time (58). Because the time depen-
dency is attributable to stationary random processes,
we can substitute  � t � t�. Thus, Eq. [6] is rewritten
as

d�*�t�

dt
� �i�H*1�t�, �*�0��

� �
0

t

d�H*1�t�, �H*1�t � �, �*�0���. [7]

Because H1*(t) is a random function of time, �*(t)
also becomes random. Thus, only the evolution of a
time averaged density matrix (or equivalently, an en-
semble averaged density matrix due to ergodicity)
becomes relevant in the description of the state of the
spin system under the influence of H1*(t). To derive
the final equation of motion that describes the nuclear
spin relaxation, a few more assumptions need to be
taken into account:

1. �H1*(t)� � 0 for all matrix elements
���|H1*(t)|���. The angle brackets (�. . .�) repre-
sent an average over the ensemble of spins. If
this is not valid, the nonzero part can be added
in to a redefined static Hamiltonian H0.

2. Any correlation between H1*(t) and �*(0) is
negligible. For  � c, where c is the correla-
tion time, the correlation between H1*(t � )
and H1*(t ) is negligible, and for t �  the
correlation between H1*(t) and �*(0) is also
negligible. This is a consequence of the station-
ary random character of the relaxation pro-
cesses [also known as the first-order Markovian
(59, 60) process] in nuclear magnetic relax-
ation, implying that there is no long time mem-
ory of the state of the Hamiltonian.
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3. �*(0) can be replaced by �*(t) on the RHS of
Eq. [7]. The increase is {�(t) � �0} /�0 �
t�|H1(t)|2�c � 1, thus �*(0) can be replaced by
�*(t).

4. The upper limit of integration in Eq. [7] can be
extended to �� because for  � c the corre-
lation function decays to zero rapidly.

5. Higher order terms in Eq. [5] can be neglected.
Because the ratio of the strengths of terms of
order n and n � 1 is

� An

An�1
� � ���H1�2�c

2�1/ 2��1

for most relaxation mechanisms in NMR, the contri-
butions from higher order terms can be safely ignored.
Thus, a limit exists between the time scale of the
random motion and the strength of the interaction that
is being averaged by the motion for which the relax-
ation theory is applicable. It also implies that the
equation of motion is not valid at time scales of t � c.

With all these assumptions, the first term in Eq. [7]
goes to zero and the rest is rewritten as

d��*�t��

dt
� ��

0

�

d��H*1�t�, �H*1�t � �, �*�t����. [8]

Equation [8] describes the relaxation evolution of the
ensemble averaged density matrix. In an alternate
approach, Goldman (44) derives Eq. [8] without re-
sorting to the method of integration by successive
approximation. In his approach the solution given by
Eq. [4] is substituted into Eq. [3] and then the same
assumptions given here are used to arrive at the final
equation that is identical to Eq. [8]. The use of suc-
cessive approximation (Eq. [5]) to derive Eqs. [7] and
[8], however, explicitly takes into account that H1*(t)
need not commute with each other at different times
and that we do not have a priori knowledge of �*(t�)
for any t�. We prefer this method of integration by
successive approximation because it brings forth
rather subtle implications in extending the upper limit
of integration to infinity and the size of the correlation
time with respect to the strength of the relaxation
interactions. The aforementioned assumptions are

common in both approaches and they are dictated by
the nature of the classical treatment of the random
processes.

Taking |��, |�� as the eigenstates of the unper-
turbed static Hamiltonian H0, the eigenvalues �, �,
. . . , and rewriting Eq. [8] for the matrix elements, we
get

d��*�t�����
dt

� ��
0

�

d�����H*1�t�, �H*1�t � �, �*�t��������. [9]

We will first expand the commutator on the RHS,

�H*1�t�, �H*1�t � �, �*�t���

� H*1�t�H*1�t � ��*�t� � �*�t�H*1�t � �H*1�t�

�H*1�t � ��*�t�H*1�t� � H*1�t��*�t�H*1�t � �

and then take explicit matrix elements by introducing
a sum (i.e., ¥) over � and projection operations such
as ��|�� � 1, the RHS of Eq. [9] becomes

����H*1�t�, �H*1�t � �, �*�t������� � �
���

�
�

���H*1�t����


 ���H*1�t � ��������*�t������������ � �
���

�
�

�����


 ����*�t���������H*1�t � �������H*1�t�����

� �
���

���H*1�t � ��������*�t���������H*1�t�����

� �
���

���H*1�t��������*�t���������H*1�t � �����. [10]

Identifying the transition frequencies using Eq. [2]
and using the orthonormal property of the eigenbasis
��|�� � ���(��� is the Kronecker �),

���H*1�t���� � ���eiH0t������H1�t�������e�iH0t���

� ���H1�t����ei�����t [11]

and ��|�(t)|�� � ���*(t), Eq. [10] takes the form
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����H*1�t�, �H*1�t � �, �*�t������� � �
���

�
�

���H1�t�������H1�t � ��������*�t�����

� �������ei������t��ei�����t � �
���

�
�

���������*�t���������H1�t � ����

� ���H1�t�����ei�������t��ei������t � �
���

���H1�t � ��������*�t�����

� ����H1�t�����ei������t��ei�������t � �
���

���H1�t��������*�t�����

� ����H1�t � �����ei������t��ei�������t. [12]

At this stage, it is appropriate to introduce the defini-
tion of a time correlation function, an important step
that relates the spin relaxation to the molecular mo-
tion. If fa(t) and fb(t) are random functions of time,
any correlation between them is defined as

Gab�� � �fa�t� f*b�t � �� [13]

where �. . .� represents the time average and Gab()
also obeys the relation Gab() � Gab*() � Gab(�).
The correlation time c is then defined such that
Gab() is small for || � c. The corresponding spec-
tral density function is given by the Fourier transform
of the correlation function as

jab��� � �
0

�

Gab��e
�i�d. [14]

Using a similar definition for a correlation function
for the time dependent relaxation Hamiltonian, H1(t),
we get

G�������� � ����H1�t��������H1�t � ������ [15]

and substituting Eq. [15] in the master equation (Eq.
[9]),

d�*����t�

dt
�

1

2 �
���

�

������ �
�

�
0

�

dG������e
�i�����ei�����t

���� �
�

�
0

�

dG�������e
�i������e�i�������t

��
0

�

dG��������e
�i�����ei�����������t

��
0

�

dG��������e
�i�������ei�����������t

�*����t�.

[16]

The �. . .� representing the ensemble average has been
dropped in Eq. [16] for convenience. Now defining
the spectral density functions using Eq. [14], we get

j��������� � ��� � �
0

�

dG��������e
�i�������
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�
1

2 �
0

�

dG��������cos��� � ���

� i�
0

�

dG��������sin��� � ���

�
1

2
J��������� � ���

� iK��������� � ���. [17]

In Eq. [17] the real part yields the decay constants and
the imaginary part gives rise to a shift known as the
dynamic frequency shift. The imaginary part, if not
too small to neglect, can be included in a redefined
unperturbed Hamiltonian H0, in addition to the term
we described in assumption 1. Thus, considering only
the real part, Eq. [17] becomes

d�*����t�

dt

�
1

2 �
��� � ������ �

�

J������ � ��ei�����t

���� �
�

J�������� � ���ei�������t

�J�������� � ��ei�����������t

�J��������� � ���ei�����������t

��*����t�.

[18]

Introducing a compact notation, Eq. [18] can be writ-
ten as

d�*����t�

dt
� �

�,��

R������e
i�����������t�*����t�. [19]

where

R������ �
1

2
� J��������� � ��� � J�������� � ��

� ����� �
�

J������ � �� � ��� �
�

J�������� � ���.

[20]

Equation [19] is known as the Redfield relaxation
equation and the rate constants in Eq. [20] are the
elements of the Redfield relaxation matrix. Using Eq.

[20] in Eq. [19] and replacing �*(t) by �*(t) � �0 we
get

d�*����t�

dt
� �

�,��

R������e
i�����������t��*����t� � ����

0 �.

[21]

For well-resolved spectral lines, terms with (� � � �
�� � ��) � 0 in the RHS rapidly oscillate and their
average becomes negligible in comparison with the
terms for which (� � � � �� � ��) � 0 (known as
secular terms). This “secular approximation” [i.e., for
terms satisfying the condition (� � � � �� � ��) �
0] further simplifies Eq. [21] to

d�*����t�

dt
� �

�,��

�R��������*����t� � ����
0 �. [22]

The summation ¥���� is to states of energies that
satisfy the secular condition (� � � � �� � ��) � 0.
The fact that we replace �*(t) by �*(t) � �(0) in Eq.
[21] implies that the lattice has a finite heat capacity
and is accounted for by this phenomenological ap-
proximation. Equation [22] describes the equation of
motion for the density matrix elements and a solution
of these set of equations will describe the effects of
evolution under relaxation. Stringfellow and Farrar
(61) used a similar approach to formulate a two-spin
relaxation problem in the Redfield framework.

Master Equation in Operator Form

In the previous section, the Redfield equation (Eq.
[22]) has been derived in the Hilbert space where the
basis set is the eigenstates of the unperturbed Hamil-
tonian of the nuclear spins in an external static mag-
netic field. For any two weakly coupled spins of I �
1/2, the basis set is simply given as |���, |���, |���,
and |���. The master equation can also be represented
in an operator form, in which the density matrix is
represented as an operator given by the sum of prod-
ucts of base nuclear spin angular momentum opera-
tors (62). Such a description may be more elegant for
some applications. Let us take a recourse to Eq. [8]:

d��*�t��

dt
� ��

0

�

d��H*1�t�, �H*1�t � �, �*�t����.

[23]
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Now we write the relaxation Hamiltonian explicitly as
a spin part (A) that is independent of time and a lattice
or space part (F ) that is dependent on time

H1�t� � �
q

��1�qFq�t�A�q [24]

where Fq(t) is the random complex function of time
and Aq is non-Hermitian operators acting only on the
spin system. However, the Hermiticity of H1(t) (i.e.,
H1

�1 � H1*T) implies that Fq(t) and Aq also satisfy
Fq* (t) � (�1)qFq(t) and Aq

† � (�1)qA�q. Defining
transformations similar to Eq. [2] we get

eiH0tAqe
�iH0t � �

p

Ap,qe
i�p,qt

eiH0tA�qe
�iH0t � �

p

Ap,�qe
i�p,�qt

H*1�t� � eiH0tH1�t�e
�iH0t � �

q,p

��1�qFq�t�Ap,�qe
i�p,�qt

[25]

and substituting in the master equation (Eq. [23]) and
noting that Ap,q values are operators only on the spin
variables, we get

d�*�t�

dt
� � �

q,q�,p,p�

��1�q�q�ei��p,�q��p�,�q��t


 �Ap,�q, �Ap�,�q�,�*�t���


 �
0

�

�Fq�t�F*q��t � ��e�i�p,�q,d. [26]

Introducing the secular approximation (Eqs. [21] and
[22]), by setting �p�,�q� � ��p,�q (i.e., q� � �q and
p� � p), Eq. [26] becomes

d�*�t�

dt
� ��

q,p

�Ap,�q, �Ap,q, �*�t���

� �
0

�

�Fq�t�F*�q�t � ��e�i�p,qd [27a]

and using the property Fq* (t) � (�1)q Fq (t),

d�*�t�

dt
� ��

q,p

�Ap,�q, �Ap,�q
† , �*�t���

� �
0

�

�Fq�t���1�qF�q�t � ��e�i�pqd. [27b]

Using the definition of the correlation function as in
Eq. [13] for the time dependent part of Fq and defining

gqq��t� � �Fq�t�F*q��t � �� � �Fq�t�F*q��t � ��

� �Fq�t���1�qF�q�t � �� [28]

then Eq. [27b] becomes

d�*�t�

dt
� ��

q,p

�Ap,�q, �Ap,�q
† , �*�t��� �

0

�

gq��e
�i�pqd.

[29]

The integral in Eq. [29] is the definition of spectral
density function (Eq. [14]) and becomes

�
0

�

gq��e
�i�pqd �

1

2 �
��

�

gq��cos��pq�d

� i �
0

�

gq��sin��pq�d

�
1

2
Jq��pq� � iKq��pq�. [30]

The second term in Eq. [30] gives rise to a dynamic
frequency shift and can be treated as stated before
(Eq. [17]). Thus, considering only the first term, Eq.
[30] becomes

d�*�t�

dt
� �

1

2 �
q,p

Jq��pq��Ap,�q, �Ap,�q
† , �*�t���. [31]

Equation [31] is the master equation of the density
matrix in the operator form.
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Macroscopic Differential Equations

In a NMR experiment the effects of relaxation appear
in terms of specific changes in the spectral parameters
such as the line position, intensity, and shape. In order
to correlate such changes with the associated relax-
ation processes, we have to cast the equation of mo-
tion in observable parameters given by an operator Q
and its expectation value q*

q*�t� � TR��*�t�Q� [32]

where TR represents the trace. Multiplying the master
equation in operator form (Eq. [31]) on both sides by
Q and taking the trace we get

dq*�t�

dt
� �

1

2
TR��

q,p

Jq��pq��Ap,�q, �Ap,�q
† , �*�t���Q	.

[33]

Using the cyclic property of trace of operators i.e.,
Tr{[A, [B, C]]D} � Tr{[B, [A, D]]C} , Eq. [33] is
rearranged to yield

dq*

dt
� �

1

2
TR��

q,p

Jq��pq��Ap,�q
† , �Ap,�q, Q���*�t�	.

[34]

Defining

P� �
1

2 �
q,p

Jq��pq��Ap,�q
† , �Ap,�q, Q�� [35]

and using the definition of the expectation values from
Eq. [32], Eq. [34] is written as

dq*

dt
� �p*. [36]

Defining a parameter p0,

p0 �
1

2
TR��

q,p

Jq��pq��Ap,�q
† , �Ap,�q, Q���0	 [37]

corresponding to the equilibrium density operator
�*(0) and p* � Tr{P�*(t)} and replacing �*(t) in Eq.
[34] by the deviation �*(t) � �*(0), one gets

dq*

dt
� ��p* � p0� [38]

For example, if the motion of the longitudinal mag-
netization of a spin I, then Q � Iz and q* � �Q� � �Iz�.
Equation [38] becomes

d�Iz�

dt
� ��pz � p0�. [39]

Evaluating Eq. [35],

P� �
1

2 �
q,p

Jq��pq��Ap,�q
† , �Ap,�q, Iz�� 


1

T1
[40]

we get

d�Iz�

dt
� �

1

T1
��Iz� � �I0��. [41]

The above equation describes the time variation of �Iz�
by a single exponential as in the case of Bloch equa-
tions (63). This description is valid even for a system
with two “like spins” (each having the same Larmor
frequency) where �Iz� is replaced by �Iz � Sz�. With an
appropriate choice of Q, it is then possible to charac-
terize the relaxation behavior of any particular oper-
ator for a given interaction Hamiltonian.

RELAXATION HAMILTONIANS

Irreducible Tensor Representation

The master equation for the density matrix as given by
the Redfield relaxation equation (Eq. [22]) or that
given by Eq. [31] can be used to determine rate
constants, such as spin–lattice (T1) or spin–spin (T2)
relaxation times (e.g., see Eq. [41]) and line shape.
The exact calculation of such features, however, re-
quires the knowledge of the relaxation Hamiltonian
H1. Thus, this section introduces the relevant Hamil-
tonians that become time dependent because of mo-
lecular motions leading to relaxation. One important
feature of these Hamiltonians is that they all can be
described uniformly by second rank tensors. In this
approach, once these Hamiltonians and their proper-
ties are properly formulated, calculation of their con-
tributions to the NMR spectrum can be greatly sim-
plified. A series of articles by Smith et al. (64–66)
also provides a comprehensive description of the var-
ious Hamiltonians.

Let us start with the general definition of the re-
laxation Hamiltonian (Eq. [24]) in the laboratory
frame as
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H1�t� � �
q

��1�qFq�t�A�q [42]

where Fq(t) is a function describing the time depen-
dence of the space variables alone and the A�q is the
spin variable. For NMR, q varies only as �2 because
of the magnetic dipole nature of the nuclear spin
angular moments.

Hamiltonians, when expressed as a tensor of rank
l, fulfill the unitary transformation defined in terms of
its elements Tlm (67, 68) as

��Tlm��
�1 � �

m���l

l

Tlm�Dm�m
�l � ��� [43]

where �� is the rotation operator and Dmm�
(l ) (�) is a

component of the Wigner rotation matrix [Dmm�
(l ) (�, �,

�)], where �, �, and � are the Eulerian angles and m
takes values between �l and �l (67, 68). Articles by
Siminovitch (69, 70) are certainly a good source for
other specific examples on the use of Euler rotations.
The interaction between any two vectors V and U in
the tensor representation is defined by

H � V�U � �
�,��x,y,z

V�R��U�

� �
�,��x,y,z

R��T�� [44]

where ℜ is a second rank Cartesian tensor. In Eq. [44]
the vector components V and U are expressed as the
dyadic T�� and are separated from the second rank
coupling tensor with the elements R��. Equation [44]
remains to be expressed in terms of familiar spin
operators, such as Cartesian operators. Irreducible
tensor representations have been widely used in
NMR: Hubbard (71) used them to represent correla-
tion functions in his relaxation theory and Stiegel and
Spiess (72) used them to express the relaxation Ham-
iltonians. Here we adopt the approach laid out by
Stiegel and Spiess.

For a nuclear spin angular moment I, the irreduc-
ible tensor operator can have nonvanishing matrix
elements only for l � 2I. For example, if I � 1/2, then
l � 1. When I � 1, l can be 2 or more, leading to
quadrupole and higher order moments. However, it is
not necessary to consider any moments greater than 2,
as they are of no practical importance in NMR be-
cause their coupling to the nuclear magnetic moment,
which is a dipole, is ineffective.

For l � 0, it is evident from Eq. [43] that the tensor
component is a scalar and is rotationally invariant.

For l � 1, the irreducible components are

T1�1 � V�1 � �
1

�2
�Vx 	 iVy�,

T10 � V0 � Vz. [45]

The linear combination of the Cartesian operators also
follows the transformation properties given by Eq.
[43]. Higher rank irreducible tensors are then con-
structed from the irreducible tensor of rank 1 by using
the general rule (67, 73),

Tl1 � Tl2 � �
L��l1�l2�

l1�l2

TL,

TLM � �
m

�l1ml2M � m�l1l2Lm�Tl1
mTl2

M � m

[46]

where the TLM values are the Clebsch–Gordon coef-
ficients (67, 68, 73). For example, for any two vectors
V and U, the T�� are

T00 �
1

�3
�V�1U�1 � V�1U�1 � V0U0�

[47a]

T10 �
1

�2
�V � 1U � 1 � V � 1U � 1� [47b]

T1 	 1 �
1

�2
��V 	 1U0 
 V0U 	 1� [47c]

T20 �
1

�6
�V � 1U � 1 � V � 1U � 1 � 2V0U0�

[47d]

T2 	 1 �
1

�2
�V 	 1U0 � V0U 	 1� [47e]

T2 	 2 � �V 	 1U 	 1�. [47f]

The expression in Eq. [47a] is different from the
scalar product of the two vectors V and U by a factor
of �1/�3, and the scalar product is usually given as

T00 � V � U � �
m��l

l

��1�mVlmUl�m. [48]
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Using Eq. [47d] setting U � V � I (e.g., if I � 1), the
expressions for l � 2 become

T20
I �

1

�6
�3I0

2 � I�I � 1��,

T2 	 1
I �

1

�2
�I0I 	 1 � I 	 1I0�,

T2�2
I � I�2

2 . [49]

We have thus expressed the two vectors in Eq. [44] in
terms of the dyadic T��. Using similar sets of rules,
the coupling tensor can also be represented by irre-
ducible tensors. The interaction Hamiltonian can be
written as a general tensor as

H � T l
I � �

l�

T l�
R [50]

with T l�
R as the irreducible tensor that contains all

variables other than the spin variables I. Equation [50]
is equivalent to Eq. [44]. The rotationally invariant
Hamiltonian is obtained only for H � T00, which is
valid only when l� � l. Thus, forming the scalar
product as in Eq. [48],

H � T00 � �
l

�
m��l

l

��1�mT lm
I T l�m

R . [51]

Equation [51] implies that the rank of the spin tensor
and that of the coupling interaction tensor should be
identical. In other words, the vector representing a
nuclear dipole moment (l � 1) can couple only with
another vector (e.g., a magnetic field vector).

The relation between the irreducible tensor com-
ponents T l�m

R and the elements R�� of the Cartesian
coupling tensor can be formulated easily. A general
second rank coupling tensor ℜ can be expressed in
terms of a sum of irreducible tensors of rank l � 0, 1,
and 2.

� � ��0� � ��1� � ��2� [52]

where

�ab
�0� �

1

3
TR��ab � R�ab [53a]

�ab
�1� �

1

2
�Rab � Rba� [53b]

�ab
�2� �

1

2
�Rab � Rba� � R�ab. [53c]

Equation [53a–c] represents the isotropic, antisym-
metric, and symmetric terms, respectively. We can
then define a principal axis system (PAS), in which
the interaction tensor ℜ(0) � ℜ(2) is diagonal. The
diagonal elements  XX,  YY, and  ZZ are the principal
elements, with the convention | ZZ| � | XX| � | YY|
and defining

� �  zz

! �
 YY �  XX

�
0 � ! � 1. [54]

Thus, in the PAS, the irreducible tensor components
can be represented by 3 
 3 matrices as follows:

 �0� � R 1 0 0
0 1 0
0 0 1

�
 �1� �  0  XY  XZ

� XY 0  YZ

� XZ � YZ 0
�

 �2� � ���
1

2
�1 � !� 0 0

0 �
1

2
�1 � !� 0

0 0 1
� . [55]

It should be noted that the antisymmetric part of the
tensor cannot be brought into a diagonal form in the
PAS. The relation between tensor components in the
PAS as Cartesian axes ( ab

(l )) and the corresponding
irreducible components ( lm or spherical coordinates)
can be derived as follows. The interaction Hamilto-
nian in the PAS as written in Eq. [50] is

H � V ��U [56]

where V and U are vector operators and  �� is a second
rank coupling tensor given by the sum of the three
terms in Eq. [55]. Substituting  �� from Eq. [55] into
Eq. [56], then for various values of l,

l � 0 : H�0� � R�VxUx � VyUy � VzUz�, [57a]

l � 1 : H�1� � Vx� xyUy �  xzUz� � Vy�� xyUx

�  yzUz� � Vz�� xzUx �  yzUy�

� �VxUy � VyUx� xy � �VxUz

� VzUx� xz � �VyUz � VzUy� yz

[57b]
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l � 2:H�2� � ��VxUx �
1

2
�1 � !�

� VyUy �
1

2
�1 � !� � VzUz�

�
1

2
���VxUx � VyUy � VzUz � 3VzUz�

�
1

2
�!��VxUx � VyUy�. [57c]

In order to compare these expressions with  lmTl�m,
we first express Tlm by Cartesian components. Using
the definitions as in Eq. [45] for V and U,

V�1 � �
1

�2
�Vx 	 iVy� V0 � Vz,

U 	 1 � �
1
�2

�Ux 	 iUy� U0 � Uz [58]

Tlm becomes

T00 � VxUx � VyUy � VzUz [59a]

T10 �
i

�2
�VxUy � VyUx�

T1 	 1 �
1

2
����Vx 	 iVy�Uz � Vz�Ux 	 iUy���.

[59b]

T20 �
1

�6
�VxUx � VyUy � VzUz � 3VzUz�

T2 	 1 �
1

2
���Vx 	 iVy�Uz 
 Vz�Ux 	 iUy��

T2 	 2 � �VxUx � VyUy 	 i�VxUy � VyUx��.

[59c]

Comparing Eqs. [57] and [59] we get

 00 � R  20 � �3

2
�,

 1 	 1 � � xz � i yz�  2 	 1 � 0,

 10 � �i�2 xy  2 	 2 � �
1

2
�!. [60]

For nuclear spin relaxation, the rank of the tensor is
always 2 (l � 2) and hence it is dropped from the

notation (Tlm � T2m � Tm). In Eqs. [43]–[60] the
coupling terms have been expressed in terms of irre-
ducible tensor components in the PAS.

Replacing  lm by Fq� (where the primes denote the
PAS frame) and Tlm

I by A�q the relaxation Hamilto-
nian H1(t) in the PAS frame is given by

H1
PAS�t� � �

q

��1�qF�q�t�A�q. [61]

The relaxation Hamiltonian in the laboratory frame is
then obtained by transforming Eq. [20], according to
the prescription given by Eq. [43], as

H1�t� � �
q

�
q�

��1�qF�q��t�Dq�q
�2� ���A�q [62]

where Dq�q
(2) (�) is the Wigner rotation matrix at time t

that transforms the PAS to the laboratory frame. How-
ever, it is customary to express the Hamiltonian in the
laboratory frame in a simple form as

H1�t� � �
q

��1�qFq�t�A�q [63]

in which

Fq�t� � �
q�

F�q��t�Dq�q
�2� ���

implying transformation from the PAS to the labora-
tory frame (note that in Eq. [63] it is Fq and not F�q).

Expressions for Relaxation Hamiltonians

Once a relaxation mechanism is identified, then the
corresponding Fq and A�q can be expressed as second
rank irreducible tensors to define the relaxation Ham-
iltonian. The most common relaxation mechanism for
nuclear spins with I � 1/2 are due to dipole–dipole
(DD) and chemical shift anisotropy (CSA) interac-
tions. Quadrupolar relaxation becomes dominant for
spins with higher spin angular momentum, I � 1/2. In
addition, other less frequently encountered relaxation
mechanisms include interactions due to spin–spin
coupling (J ) and spin rotation (SR). Relaxation Ham-
iltonians due to CSA, J, and SR mechanisms will have
all three (isotropic, antisymmetric, and symmetric)
components, but only the isotropic and the traceless
symmetric parts are measurable and significant. The
antisymmetric part of the tensor of rank 2 has been
shown to yield a second-order shift in line position
and will be dropped from further discussion. Dipolar
and quadrupolar relaxation are by nature given by
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symmetric and traceless tensors. The interaction
Hamiltonian for the various relaxation mechanisms
can be written in a general form as given in Table 1.

CORRELATION FUNCTIONS

With the knowledge of the relevant relaxation Ham-
iltonian we can formulate the correlation function
given either by Eq. [15] or [28]. Correlation functions

can be derived based on specific models that would
best describe the molecular motional freedom of a
system under study. For example, methyl group rota-
tions in a molecule have been explained in terms of a
spherical top motional model along with the overall
tumbling of the molecule. In this section we present a
general framework for the derivation of the correla-
tion function in which the details of internal motions
are included in the framework proposed by Lipari and
Szabo (74, 75). In this approach the internal motion is

Table 1 Expressions for Relaxation Mechanisms in Principal Axis System (PAS)

Relaxation Mechanism

Dipole–Dipole Chemical Shift Anisotropy Quadrupolar

Vectors I and S I and B S with itself
Interaction tensor D �I "V

PAS Frame

F�0 � �3

2

2�I�S	

rIS
3 �3

2
�zz �3

2

e2qQ

2S�2S � 1�

F��1 0 0 0

F��2 0 �
1

2
�zz!CI �

1

2

e2qQ

2S�2S � 1�
!Q

Laboratory Frame

Space part Fq
D � � �3

2

2�I�S	

rIS
3

� D0q
�2���D�

Fq
CI � �3

2
�zz�D0q

�2���CI�

� �1

6
!CID�2q

�2� ��CI�

� �1

6
!CID�2q

�2� ��CI�

Fq
Q � �3

2

e2qQ

2S�2S � 1�	

� �D0q
�2���Q�

� �1

6
!QD�2q

�2� ��Q�

� �1

6
!QD�2q

�2� ��Q��
Spin Part

A0

1

�6
�3IzSz � I � S�

2

�6
�IIz

1

�6
�3Sz

2 � S�S � 1��

A�1 �
1

2
�IzS� � I�Sz� �

1

2
�II� �

1

2
�SzS� � S�Sz�

A�2

1

2
I�S�

0
1

2
S�

2

The dipolar interaction (D) is between spins I and S, the chemical shift anisotropy (C) interaction is between spin I and applied magnetic
field B, and the quadrupolar (Q) is between spin S and the electric field gradient "V. Transformation from the PAS to the laboratory frame
is obtained using Eq. [62] and the values of Dq

(2)(�)’ the Wigner rotation matrix elements, and can be obtained from standard texts (68 ). �I

and �S, the gyromagnetic ratios of spin I and S; 	, Planck’s constant; rIS, internuclear distance between I and S; �zz, the largest principal
value of the chemical shift anisotropy tensor; !, the asymmetric parameters; e2qQ, the quadrupolar coupling constant (rad/s).
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described by an order parameter signifying the restric-
tion for the motion and an effective correlation time
indicating the rate of the motion. It is also straight-
forward to arrive at situations where there are no
internal motions by simply setting the order parameter
to unity (i.e., completely restricted). Although the
connection between the details of the molecular mo-
tion and the relaxation data is lost, the simplicity of
description and the robustness of fitting the experi-
mental data by this approach are the primary reasons
for its choice here. Moreover, any description of dy-
namics based on a specific model requires additional
information on the system that is avoided in the
“model free” approach.

Let us rewrite the time dependent relaxation Ham-
iltonian as defined in Eq. [63],

H1�t� � �
q

��1�qFq�t�A�q [64]

where Fq and A�q are the spin and space parts, re-
spectively. Redefining the correlation function be-
tween two functions similar to Eq. [13],

gqq�
AB�t� � �F*q

A�0�Fq�
B �t��. [65]

The angle brackets �. . .� represent an ensemble aver-
age and the superscripts A and B refer to different
relaxation mechanisms. When A � B, gqq�(t) is an
autocorrelation function; when A # B, it is a cross-
correlation function. Autocorrelation and cross-corre-
lation functions describe correlations of a particular
relaxation mechanism with itself and with other
mechanisms over time, respectively. The spectral den-
sities are then given by the Fourier transform of the
correlation function as (similar to Eq. [14])

Jqq�
AB��� � �

��

�

gqq�
AB�t�e�i�tdt [66]

In order to evaluate the correlation functions between
various relaxation mechanisms it is convenient to first
consider the space functions in their respective PASs
(signified with a prime) and then transform them into
the laboratory frame. In the case of DD relaxation the
PAS is defined with its Z axis along the DD vector,
and for the other relaxation mechanisms (quadrupolar
and CSA) the Z axis is along the symmetry axis of the
interaction tensor (or the largest principal value of the
tensor). Using the transformation properties of the
second rank irreducible tensors and with a sum over

q� for convenience, the space functions of the inter-
action Hamiltonian are written as

Fq
Lab � �

q���2

2

F�q�Dq�q
�2� ��� [67]

where � is the set of Euler angles defining the orien-
tation of the principal axis frame with respect to the
laboratory frame. Substituting Eq. [67] in Eq. [65], the
correlation function,

gqq�
AB�t� � �

q�

��F�q�*�
ADq�q

�2�*�� : 0�F�q�
BDq�q�

�2� �� : t��

[68]

where Dq�q�
(2) (�:t) is the rotation matrix at time t. It

may be noted that the time dependence is on the Euler
angles of transformation. Secular approximation im-
poses the condition

gqq�
AB�t� � �qq�gq

AB�t� [69]

in Eq. [68].

Autocorrelation Function (A � B)

In order to bring out motional details such as internal
motion, the autocorrelation function is computed first
by transforming the space functions from the PAS to
a molecular fixed frame and then transforming it to
the laboratory frame. In the molecular frame, if inter-
nal motions are present, they can be identified
uniquely, facilitating their quantification. Thus, the
autocorrelation function (after substituting the condi-
tion given by Eq. [69] into Eq. [68]) is given by

gq�t� � �
q�
� �

q�

F�q�*Dq�q�
�2�*��� : 0�Dq�q

�2�*��M : 0�

� F�q�Dq�q�
�2� ��� : t�Dq�q

�2�*��M : t�� . [70a]

Rearranging the terms in Eq. [70a],

gq�t� � �
q�q�

��F�q��2Dq�q�
�2�*��� : 0�Dq�q

�2�*��M : 0�

� Dq�q�
�2� ��� : t�Dq�q

�2�*��M : t��. [70b]

In the above equations, ��:t describes the orientation
of the PAS in the molecular frame at time t and �M:t
describes the orientation of the molecular frame with
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respect to the laboratory frame. Figure 1 schemati-
cally represents such transformations for a typical
NOH dipolar vector in a protein backbone at time t.
If there is no internal motion, then �� is independent
of time and the correlation function is given in terms
of the overall motion that is characterized by the time
dependent �M. In the presence of internal motion, it is
not straightforward that the internal and overall mo-
tion can be separated. However, useful results have
been derived when the time scales of internal and
overall motions are vastly different (74, 75). In such
a situation it is assumed that the total correlation
function could be approximated as a product of two
correlation functions, one corresponding to the overall
motion C0(t) and the other to the internal motion CI(t).
It has also been shown that such a separation is
possible, even for anisotropic overall motion (76).

Thus, the autocorrelation function can be written as

gq�t� � C0�t�CI�t� [71]

where

C0�t� � �
q�

�Dq�q
�2�*��M : 0�Dq�q

�2� ��M : t�� [72]

and

CI�t� � �
q�q�

�F�q��2�Dq�q�
�2�*��� : 0�Dq�q�

�2� ��� : t��. [73]

It is worthwhile to note that Eq. [73] is independent of
the variable q. Therefore, it follows that the effect of
internal motion appears as a modification of the over-
all correlation function in a simple way and it is a
consequence of the separable form assumed by Eq.
[68].

In the case of an axially symmetric second rank
tensor (e.g., DD interaction and interactions such as
CSA or quadrupolar with the asymmetry parameter
set to zero), the only relevant nonvanishing space
function in the PAS is when q� � 0. Then the internal
motion is given by

CI�t� � �F�0�2 �
q�

�D0q�
�2�*��� : 0�D0q�

�2� ��� : t��. [74]

Following the Lipari and Szabo (74, 75) approach, the
correlation function CI(t) is defined as

CI�t� 
 CI��� � �CI�0� � CI����e
�t/e [75]

where the expression is exact only at times zero and
�, and e is an effective correlation time describing
the internal motion. Using the orthogonal property

1

8$2 �
�

Dq1q2

�l �*���Dq3q4

�l�� ���d� �
1

2l � 1
�ll��q1q3�q2q4

Figure 1 A schematic representation of the coordinate transformation from the principal axis
frame (PAS, primed axes) to the laboratory frame (LAB, unprimed axis) of reference in the case of
an autocorrelation function. Because of molecular motion, the dipolar vector of a protein backbone
(NH) assumes two different orientations at times 0 and t, as represented in their respective molecular
frames. [Only the z axes Zmol(0) and Zmol(t) are shown.] For example, the first transformation from
the PAS to the molecular frame by Euler angles ��(t) is followed by the transformation from the
molecular to LAB frame through �M(t). A similar transformation is performed for the orientation
of the vector at time 0 (not shown).
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in Eq. [75],

CI�0� � �F�0�2 CI��� � �F�0�2S2. [76]

Moreover, when the overall motion is isotropic, we
may write C0(t) as

C0�t� � e�t/M. [77]

Substituting Eqs. [76] and [77] in Eq. [75], the cor-
relation function becomes

g�t� � CI�t� � �F�0�2�S2e�t/M � �1 � S2�e�t/� [78]

where

1


�

1

M
�

1

e

and the subscript q is dropped from g(t) because it is
independent of q. For anisotropic overall motion we
may again follow the approach of Lipari and Szabo
(74, 75) and write C0(t) as

C0�t� � Ae�t/1 � �1 � A�e�t/2 [79]

where A is an anisotropic factor similar to the order
parameter and it is unity when the overall motion is
isotropic and can be used instead of Eq. [77] to derive
g(t).

Cross-Correlation Function (A # B)

Let A be the dipolar interaction and B is either the
CSA or quadrupolar interaction. It is important that
both A and B are represented in the same frame of
reference. Hence, for example, A is transformed from
its PAS to the molecular reference frame and then
finally to the laboratory frame. For mechanism B the
sequence of transformations is from its PAS to the
dipolar frame (PAS frame of A) to the molecular
frame to the laboratory frame. Figure 2 shows a
schematic of the transformation for a NOH system in
which the nitrogen CSA (interaction B) is transformed
from its PAS to that of the dipolar frame (PAS of A)
and then to the molecular frame. Mechanism B needs
one additional transformation to facilitate the delin-
eation of the time correlation information between the
two mechanisms. Thus, for the dipolar relaxation
(A � D),

Fq
D � �

q�q�

F�q�
DDq�q�

�2� ���D�Dq�q
�2� ��M� [80]

where ��D describes the orientation of the DD vector
in the molecular frame. For mechanism B we have

Fq
B � �

q�q�q%

F�q%
BDq%q�

�2� ��BD�Dq�q�
�2� ���D�Dq�q

�2� ��M� [81]

where �BD describes the orientation of the PAS of
interaction B with respect to the dipolar frame. Then
the cross-correlation function is

gq
DB�t� � �

q�q�q%

�F�q�
D*Dq�q�

�2�*���D : 0�Dq�q
�2�*��M : 0�

� F�q%
BDq%q�

�2� ��BD : t�Dq�q�
�2� ���D : t�Dq�q

�2� ��M : t�� [82]

For example, the expressions for DD–CSA cross cor-
relations for two-spin and spin calculations are pro-
vided in the literature (13, 77) .

Axially Symmetric Tensor for Interaction B. The
only nonvanishing space functions in the PAS are F�0

D

and F�0
B. Therefore,

gq
DB�t� � �

q�q�

�F�0
D*D0q�

�2�*���D : 0�Dq�q
�2�*��M : 0�F�0

BD0q�
�2�


 ��BD : t�Dq�q�
�2� ���D : t�Dq�q

�2� ��M : t�� [83]

Figure 2 A schematic representation of the coordinate
transformation from the principal axis frame (PAS) to the
molecular frame (MOL) of reference in the case of a cross-
correlation function. The PAS frames of two relaxation
mechanisms A (NH-dipolar) and B (N CSA) are arbitrarily
assigned. For B, it is necessary to first transform it from its
PAS frame [ZPAS(B)) to that of A (ZPAS(A)] and then both
A and B are transformed to a common molecular frame. The
transformation by Euler angles �M brings the dependence
of the molecular geometry (e.g., inter-PAS angles between
A and B) into relaxation parameters. The rest of the trans-
formations are similar to those in Fig. 1.
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Writing gq
DB(t) � C0(t)CI(t), we have for C0(t)

C0�t� � �
q�

�Dq�q
�2�*��M : 0�Dq�q

�2� ��M : t�� [84]

and Cl(t) after using the orthogonal property of the
Wigner rotation matrix elements is

CI�t� � �
q�

�F�0D*F�0
B��D0q�

�2�*���D : 0�Dq�q�
�2� ���D : t�

� D00
�2���BD : t��. [85]

Again writing CI(t) � CI(�) � (CI(0) � CI(�))e�t/e

(Eq. [65]), the correlation function becomes

CI�0� � �F�0D*F�0
B�D00

�2���BD�

�
1

2
�F�0D*F�0

B��3 cos2&BD � 1�

CI��� �
1

2
�F�0

D*F�0
B��3cos2&BD � 1�S2. [86]

Thus, when the overall motion is isotropic, the cross-
correlation function is given as

gDB�t� �
1

2
�F�0D*F�0

B��3 cos2&BD � 1�

� �S2e�t/M � �1 � S2�e�t/�. [87]

For anisotropic overall motion, we may again use

C0�t� � Ae�t/1 � �1 � A�e�t/2

Thus, a measurement of the cross-correlation spectral
density can also yield information on the dynamics of
the spin system.

General Tensor for B. For a general tensor and re-
writing Eq. [83] we have

gq
DB�t� � �

q�q�q%

�F�q�
D*Dq�q�

�2�*���D : 0�Dq�q
�2�*��M : 0�

� F�q%
BDq%q�

�2� ��BD : t�Dq�q�
�2� ���D : t�Dq�q

�2� ��M : t��

[88]

but for DD relaxation the only nonzero PAS element
is F�0

D (see Table 1). Thus,

gq
DB�t� � �

q�q�q%

�F�0
D*D0q�

�2�*���D : 0�Dq�q
�2�*��M : 0�

� F�q%
BDq%q�

�2� ��BD : t�Dq�q�
�2� ���D : t�Dq�q

�2� ��M : t��.

[89]

Again separating the overall and internal motion as
before, we have for internal motion

CI�t� � �
q�q�q%

�F�0
D*F�q%

BD0q�
�2�*���D : 0�

� Dq�q�
�2� ���D : t�Dq%q�

�2� ��BD : t��. [90]

However, orthogonality requires q� � 0, so

CI�t� � �
q�q%

�F�0
D*F�q%

BD0q�
�2�*���D : 0�

� D0q�
�2� ���D : t�Dq%0

�2� ��BD : t��. [91]

Thus, when the overall motion is isotropic, the cross-
correlation function becomes

gDB�t� � �
q%

F�0
D*F�q%

BDq%0
�2� ��BD�

� �S2e�t/M � �1 � S2�e�t/�. [92]

An extension to the anisotropic overall motion can be
formulated as previously.

There is one important implicit assumption in the
derivation of the above equations. The relative orien-
tation of the PAS of interaction B and that of the DD
vector (or interaction A) is assumed to be constant at
all times, even in the presence of internal motion (see
Fig. 2). This means that the expressions for cross
correlation as given by Eqs. [87] and [92] are valid in
situations wherein the same internal motion is affect-
ing the parts of the molecule in which the two inter-
action tensors represent the relaxation. The situations
that one encounters most often, which are ones in
which interaction B is due to one of the same spins
that participates in the DD interaction, such as a CH
vector with CH DD interaction (A) and nitrogen or
carbon CSA (B), are adequately described by this
method. If the two spins reside in different parts of the
same molecule that undergoes different internal mo-
tions, then it is not straightforward to formulate the
theory. It may be necessary to invoke correlations
between the various motions involved and the as-
sumptions on which these expressions are obtained
become untenable. Because it is not within the scope
of this article, such correlation functions are not con-
sidered.
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APPLICATION OF THEORY OF SPIN
RELAXATION

We have presented a detailed theoretical framework
to calculate the effects of various types of relaxation
in any given experiment. In this section, we apply the
theory to relevant relaxation problems in both the
Redfield and operator formulations. A relatively sim-
pler and familiar two-spin relaxation problem is
treated first using the operator approach and later a
more involved calculation for a slightly more compli-
cated system is presented as an example for the Red-
field approach.

Example for Operator Approach

The operator approach is convenient to use in a par-
ticular experiment when we know the corresponding
observable operator that undergoes relaxation evolu-
tion and gives rise to a discernable feature in the NMR
spectrum. As an example let us consider two unlike
spins denoted by the symbols I and S. The Zeeman
Hamiltonian is given by (1)

H0 � �IIz � �SSz [93]

In Eq. [93], �I and �S are the Larmor frequencies of
the I and S spins, respectively. Spins I and S could
either be homonuclear or heteronuclear species. We
concentrate on the relaxation of the longitudinal mag-
netization by the DD relaxation mechanism. We have
to solve for the macroscopic observable �Iz�* and
�Sz�*, where the asterisk denotes interaction represen-
tation. The master equation for the macroscopic ob-
servable as defined in Eq. [37] is (q* � �Q� �
TR{�*(t)Q} ),

dq*

dt
� ��p* � p0� [94]

where

p* �
1

2
TR��

q,p

Jq��pq��Ap,�q
† , �Ap,�q, Q���*	,

p0 �
1

2
TR��

q,p

Jq��pq��Ap, � q
† ,�Ap, � q,Q���0	. [95]

The Hamiltonian for the DD relaxation mechanism in
the laboratory frame ([Eq. 64]) is

H1
D � �

q

��1�qFq
DA�q

D [96]

where the Fq
D and A�q

D are obtained from Table 1.

Fq
D � � �3

2

2�I�S	

rIS
3 D0q

�2���D�

A0
D �

1

�6
�3IzSz � I � S�,

A 	 1
D � �

1

2
�IzS� � I�Sz�

A�2
D �

1

2
I�S�. [97]

Using the transformation to interaction representation
given by Eq. [2],

eiH0tAqe
�iH0t � �

p

Ap,qe
i�p,qt ,

eiH0tA�qe
�iH0t � �

p

Ap,�qe
i�p,�qt ,

H*D�t� � eiH0tHD�t�e
�iH0t � �

q,p

��1�qFqAp,�qe
i�p,�qt

[98]

we get

eiH0tA0
De�iH0t �

1

�6
�3IzSz � I � S�

�
1

�6
2IzSz �

1

2
�ei��I��S�tI�S�

� e�i��I��S�tI�S��

eiH0tA�1
D e�iH0t � �

1

2
�ei�ItI�Sz � ei�StIzS��,

eiH0tA�1
D e�iH0t � �

1

2
�e�i�ItI�Sz � e�i�StIzS��,

eiH0tA�2
D e�iH0t �

1

2
�ei��I��S�tI�S� � e�i��I��S�tI�S��.

[99]

The spectral density Jq(�pq) is given by (using Eq.
[30])
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Jq��pq� � �
��

�

gq��e
�i�pqd

� �qq��pp��
��

�

�Fqp�t�F*q�p��t � ��e�i�pqd

� ��Fq
D�2��

��

�

e����/c�e�i�pqd � 2��Fq
D�2�J��pq�

[100]

where

J��pq� �
c

1 � �pq
2 c

2 [101]

which is a Lorentzian spectral density, an outcome of
the assumption of an exponential correlation function.
The average �|Fq

D|2� is given as

��Fq
D�2� � 6

�I
2�S

2	2

rIS
6

� � 1

8$2 �
�D

Dq1q2

�l �*��D�Dq3q4

�l�� ��D�d�D� ,

� 6
�I

2�S
2	2

rIS
6 ��ll��q1q3�q2q4

1

2l � 1�
�

6

5

�I
2�S

2	2

rIS
6 [102]

In the above equation l � 2. Thus, Jq(�pq) is given by

Jq��pq� � 26

5

�I
2�S

2	2

rIS
6 �J��pq� [103]

Let us evaluate Az
I* given as

Az
I* �

1

2 �
q,p

Jq��pq��Ap,�q
† , �Ap,�q, Iz��

� 6

5

�I
2�S

2	2

rIS
6 � �

q,p

J��pq��Ap,�q
† , �Ap,�q, Iz��. [104]

Az
I* � 6

5

�I
2�S

2	2

rIS
6 ��4

6
J�0��IzSz,�IzSz,Iz��

�
1

24
J��I � �S��I�S�,�I�S�,Iz�� � HC

�
1

4
J��I��I�Sz,�I�Sz,Iz�� � HC

�
1

4
J��I � �S��I�S�,�I�S�,Iz�� � HC	

[105]

where HC stands for Hermitian conjugate. The first
and the second term on the RHS of Eq. [105] arise
from q � 0. The first commutator, however, is zero
and the second double commutator can be evaluated
(using [I�, Iz] � �I� etc.) as

�I�S�, �I�S�, Iz�� � ��I�S�, I�S��

� �2IzS�S� � 2SzI�I��

� 2Iz�Sx
2 � Sy

2 � iSxSy � iSySx�

� 2Sz�Ix
2 � Iy

2 � iIxIy � iIyIx�.

[106a]

Using Ix
2 � Iy

2 � Iz
2 � I(I � 1)/3, Eq. [106a] reduces

to

�I�S�, �I�S�, Iz�� �
4
3

S�S � 1�Iz �
4
3

I�I � 1�Sz.

[106b]

Thus, the contribution from the q � 0 term is

1

15

�I
2�S

2	2

rIS
6 2J��I � �S�

� �S�S � 1��Iz� � I�I � 1��Sz��. [107]

Similarly, the contribution from the q � 1 term (third
term, Eq. [105]) is

6

15

�I
2�S

2	2

rIS
6 J��I�S�S � 1��Iz� [108]

and the contribution from the q � 2 term (fourth term.
Eq. [105]) is

6

15

�I
2�S

2	2

rIS
6 2J��I � �S�

� �S�S � 1��Iz� � I�I � 1��Sz�� [109]
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The equation of motion for �Iz�, after replacing �Iz� by
�Iz�* � I0 becomes

d

dt
�Iz� � �

1

T 1
II ��Iz� � I0� �

1

T 1
IS ��Sz� � S0� [110]

where

1

T1
II �

1

15

�I
2�S

2	2

rIS
6 S�S � 1�


 �2J��I � �S� � 6J��I� � 12J��I � �S��,

1

T1
IS �

1

15

�I
2�S

2	2

rIS
6 I�I � 1�

� ��2J��I � �S� � 12J��I � �S��. [111]

The equation of motion of �Iz� clearly shows its cou-
pling to spin S, and so we need to write a similar
equation for S. We can write an equation for �Sz� by
induction from Eq. [110] as

d

dt
�Sz� � �

1

T1
SS ��Sz� � S0� �

1

T1
SI ��Iz� � I0� [112]

where

1

T1
SS �

1

15

�I
2�S

2	2

rIS
6 I�I � 1�


 �2J��I � �S� � 6J��S� � 12J��I � �S��

1

T1
SI �

1

15

�I
2�S

2	2

rIS
6 S�S � 1�


 ��2J��I � �S� � 12J��I � �S�� [113]

For I � S � 1/2,

1

T1
II �

�I
2�S

2	2

10rIS
6 � J��I � �S� � 3J��I� � 6J��I � �S��

1

T1
SS �

�I
2�S

2	2

10rIS
6 � J��I � �S� � 3J��S� � 6J��I � �S��

1

T1
IS �

1

T1
SI �

�I
2�S

2	2

10rIS
6 ��J��I � �S� � 6J��I � �S��

[114]

For the homonuclear case (i.e., �I � �S � �)

1

T1
II �

1

T1
SS �

�4	2

10rIS
6 � J�0� � 3J��� � 6J�2���

1

T1
IS �

1

T1
SI �

�4	2

10rIS
6 ��J�0� � 6J�2���. [115]

Using Eq. [101], we can write the above equation as

1

T1
II �

1

T1
SS �

�4	2c

10rIS
6 �1 �

3

1 � �2c
2 �

6

1 � 4�2c
2�

1

T1
IS �

1

T1
SI �

�4	2c

10rIS
6 ��1 �

6

1 � 4�2c
2� . [116]

We see from Eqs. [110] and [112] taken together that
the longitudinal relaxation of the two spins is given by
a coupled equation, implying a nonexponential recov-
ery to equilibrium. The term T1

IS (or T1
SI) is known as

a cross-relaxation term and leads to the nuclear Over-
hauser effect (78, 79). We leave it to the readers to
evaluate the relaxation rates for the often-used mo-
tional limits of �c � 1 and �c � 1.

Redfield Approach Example

Let us consider a two-spin system I � 1/2, S � 1 and
we follow the transverse relaxation of the three tran-
sitions of spin I (80, 81). We also consider the exis-
tence of a scalar coupling between I and S. The
Hamiltonian can be written in a doubly rotating frame
[given by the operator R(t) � exp(i�IIzt)exp(i�SSzt)]
as (similar to Eq. [2])

H*0 � ��'�IIz � '�SSz�,

H*J � JIzSz [117]

where '�IIz and '�SSz are the chemical shifts that
appear as offsets from the rotating frame frequencies.
In this calculation, the rotating frame and the interac-
tion frame are the same. The six spin-product states
|mI, mS� of the I–S spin system are

�1� � �1
2
, 1� �2� � �1

2
, 0� �3� � �1

2
, �1�

�4� � ��1
2
, 1� �5� � ��1

2
, 0� and �6� � ��1

2
, �1�.
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Figure 3 shows the energy level diagram of the spin
system and a schematic representation of the NMR
spectra of I and S spins. The I-spin spectrum is a
triplet with frequencies given by

�ab
I � '�I � JmS [118]

where

�a� � ��1
2
, mS� and �b� � �1

2
, mS�.

The density matrix elements corresponding to the
three transitions of I are

I1 � �1
2
, 1��*��1

2
, 1� � �1��*�4�,

I2 � �1
2
,0��*��1

2
,0� � �2��*�5�,

I3 � �1
2
,�1��*��1

2
,�1� � �3��*�6�. [119]

The relevant relaxation mechanisms are the mutual
dipolar relaxation between spins I and S, the CSA for
spin I, and the quadrupolar relaxation of spin S. Thus,
the relaxation Hamiltonian is written as

H1�t� � H�Q�t� � H�D�t� � H�C�t� [120]

The various relaxation Hamiltonians are given Table
1. The time development of the three elements of the
density matrix corresponding to the three I-spin tran-

sitions can be described by the following differential
equation:

d�*���
dt

� �i�H*0 � H*J, �*����

� �
�,��

R������e
i�����������t��*����t� � ����

0 �

� i�L�������*�����#�� [121]

The first term on the RHS is the precession arising
from the coherent part of the Hamiltonian in the
doubly rotating frame, the second term is the relax-
ation rate constants as described by the Redfield ap-
proach (Eq. [19], and the third term is the dynamic
shift term (Eq. [17]). We also know from Eq. [20] that

R������ �
1
2
� J��������� � ��� � J�������� � ��

� ����� �
�

J������ � �� � ��� �
�

J�������� � ���

[122]

where J������ is the Fourier transform of the correla-
tion function (see Eq. [17]),

G�������� � ����H*1�t����

� ���R�1��H*1�t � �R�������. [123]

For the calculation of J������, we express the three
relaxation Hamiltonians in terms of their irreducible
spherical tensor components as (Table 1)

H1�t� � �
q��2

2

��1�qFq�t�A�q. [124]

Assuming an isotropic motion described by a corre-
lation time c we get

�Fq�t�F*q��t � �� � �qq���Fq�2�e����/c� [125]

which is obtained by setting the order parameter S2 �
1 in Eq. [78] (or Eqs. [87] and [92]). Lorentzian
spectral densities are obtained through the Fourier
transform of the exponential decay term as

1

2 �
��

�

ei�qe���/c�d �
c

1 � �q
2c

2 � J��q� [126]

and the spectral densities J������ may be expressed as

Figure 3 An energy level diagram and the schematic
NMR spectrum of a two-spin system, I (spin-1/2) and S
(spin 1), with a scalar coupling of JIS between them.
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1

2
J������ � �

q��2

2

J��q
D���Fq

D�2����A�q
D �������A�q

D ����* � �
q��2

2

J��q
Q���Fq

Q�2����A�q
Q �������A�q

Q ����*

� �
q��2

2

J��q
CI���Fq

CI�2����A�q
CI �������A�q

CI ����* � �
q��2

2

J��q
Q���Fq

DFq
Q*�����A�q

D �������A�q
Q ����*

� �
q��2

2

J��q
D���Fq

QFq
D*�����A�q

Q �������A�q
D ����* � �

q��2

2

J��q
CI���Fq

DFq
C *I �����A�q

D �������A�q
CI ����*

� �
q��2

2

J��q
D���Fq

CIFq
D*�����A�q

CI ��������A�q
D ����* [127]

In Eq. [127] the first three terms are the autocorrela-
tion relaxation rates, the fourth and fifth terms are the
cross correlations between dipole and quadrupole re-
laxation mechanisms, and the last two terms are the
cross correlations between the dipole and CSA relax-
ation mechanisms. It is important to note that there is
no cross-correlation term between the quadrupole and
CSA relaxation in the above equation. The spin part
of the quadrupole (spin S ) and CSA (spin I ) contain
only single spin operators of spins S and I, respec-
tively. So the quadrupole–CSA cross-correlation term
does not survive the double commutators either with
the I or S spin single quantum coherences. However,
it will make a contribution to multiple quantum
coherences. Using the orthogonality of the Wigner
rotation matrices and the various averages in Eq.
[102],

��Fq
D�2� �

6

5

�I
2�S

2	2

rIS
6 ,

��Fq
Q�2� �

3

40

�e2qQ�2

�S�2S � 1��21 �
!Q

2

3 � ,

��Fq
CI�2� �

3

10
�zz

2 1 �
!CI

2

3 � ,

��Fq
DFq

Q*�� � ��Fq
QFq

D*��

� �
3

10

�I�S	

rIS
3

�e2qQ�

2S�2S � 1�
��3cos2&Q�D � 1�

� !Qsin2&Q�Dcos2(Q�D�,

��Fq
DFq

C *I �� � ��Fq
CIFq

D*��

� �
3

10

�I�S	

rIS
3 �zz ��3cos2&CI�D � 1�

� !CI
sin2&CI�Dcos2(CI�D� [128]

In calculating the last two averages, first the quadru-
pole and CSA tensors are transformed to the dipolar
frame and the angles (&Q�D/&CI�D) and ((Q�D/
(CI�D) are the polar and azimuthal angles, respec-
tively, of the dipolar vector in the PAS of the quadru-
polar–CSA tensor (Fig. 2). The dynamic shifts
represented by L������ � ���� are given by

L������ � K������ � K������ � �
�

K���� � �
�

K������

K������ � Im��
0

�

����H1�t����

� ����R�1��H1�t � �R������*�d� [129]

where Im stands for the imaginary part.
In order to calculate the various spectral density

functions we need to know the matrices correspond-
ing to all the Aq values for the various relaxation
mechanisms (81). The explicit expressions for the
spin part of the quadruploar, dipolar and CSA relax-
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ation mechanisms are listed in Tables 2, 3, and 4,
respectively. The Redfield element corresponding to
the transition I1 given by the density matrix element

�*14 � �1
2
, 1��*� �

1
2
, 1�

is

R1414 �
1
2
�2J1144�0� � J1111�0� � J4444�0� � J2121��S�

� J5454��S� � J3131�2�S� � J6464�2�S�

� J4141��I� � J1414��I� � J2424��I � �S�

� J3434��I � 2�S� � J5151��I � �S�

� J6161��I � 2�S�� [130]

Using Eq. [127] and the various matrices given in
Tables 2–4, we can evaluate all the relevant Redfield
elements. Thus, the matrix equation for the evolution
of the three I-spin transitions is

Table 2 Components of Quadrupolar and Dipolar Relaxation Elements

Tensor Cartesian Operator Matrix

Quadrupolar Relaxation Elements

A0
Q

1

�6
�3Sz

2 � S�S � 1��
1

�6 �
1 0 0 0 0 0
0 �2 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 �2 0
0 0 0 0 0 1

�
A�1

Q
�

1

2
�SzS� � S�Sz�

1

2 �
0 � �2 0 0 0 0
0 0 �2 0 0 0
0 0 0 0 0 0
0 0 0 0 � �2 0
0 0 0 0 0 �2
0 0 0 0 0 0

�
A�1

Q 1

2
�SzS� � S�Sz�

1

2 �
0 0 0 0 0 0
�2 0 0 0 0 0
0 � �2 0 0 0 0
0 0 0 0 0 0
0 0 0 �2 0 0
0 0 0 0 � �2 0

�
A�2

Q 1

2
S�

2 �
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

�
A�2

Q 1

2
S�

2 �
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0

�
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d

dt �*14

�*25

�*36

� � �i�'�I � J � ���1� � R1414 R1425 R1436

R2514 �i�'�I � ��0� � R2525 R2536

R3614 R3625 �i�'�I � J � ���1� � R3636

� �*14

�*25

�*36

�
[131]

Table 3 Components of the Dipolar Relaxation Elements

Tensor Cartesian Operator Matrix

A0
D

�1/�6��3IzSz � I � S�

� �1/�6��2IzSz �
1

2
�I�S� � I�S��	 �1/�6�2IzSz �

1

�6 �
1 0 0 0 0 0
0 0 0 0 0 0
0 0 �1 0 0 0
0 0 0 �1 0 0
0 0 0 0 0 0
0 0 0 0 0 1

�
�1/�6��� 1

2
�I�S� � I�S��	 � �

1

�12 �
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0

�
A�1

D
�

1

2
�IzS� � I�Sz�

1

2 �
0 �1/2�2 0 �1/2 0 0
0 0 �1/2�2 0 0 0
0 0 0 0 0 1/2
0 0 0 0 1/2�2 0
0 0 0 0 0 1/2�2
0 0 0 0 0 0

�
A�1

D 1

2
�IzS� � I�Sz�

1

2 �
0 0 0 0 0 0

1/2�2 0 0 0 0 0
0 1/2�2 0 0 0 0

1/2 0 0 0 0 0
0 0 0 1/2�2 0 0
0 0 �1/2 0 �1/2�2 0

�
A�2

D 1

2
I�S�

1

�2 �
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

�
A�2

D 1

2
I�S�

1

�2 �
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0

�
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where the dynamic shifts �� in the above matrix are
given as

���1 � �4LQ�D��S� 	 LCI�D��I�

��0 � 8LQ�D��S� [132]

The Redfield relaxation elements appearing in the
matrix are given in Table 5.

Equation [121] can be written as

d�*

dt
� A�* [133]

where A is a 3 
 3 matrix equal to the sum of the
coherent and relaxation part of the Hamiltonian. A
formal solution of Eq. [131] may be written as (81)

�*�t� � eAt�*�0� [134]

where �*(0) is the density matrix immediately fol-
lowing a $/2 pulse on the I spin and is given by a unit
column vector. The time-domain signal arising from
the free induction decay of the three I-spin transitions
(I1, I2, and I3) can be represented as (30)

G�t� � X�*�t� � XeAt�*�0� [135]

Table 4 Components of CSA Relaxation Elements

Tensor
Cartesian
Operator Matrix

A0
CI

2�I

�6
I

�I

�6 �
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 �1 0 0
0 0 0 0 �1 0
0 0 0 0 0 �1

�
A�1

CI �
�I

2
I�

�I

2 �
0 0 0 �1 0 0
0 0 0 0 �1 0
0 0 0 0 0 �1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

�
A�1

CI
�I

2
I�

�I

2 �
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

�
A�1

CI 0 0

Table 5 Redfield Matrix Elements for I � 1/2 and S � 1

R1414/3636 � ��4JQ��S� � 8JQ�2�S� �
8

3
JD�0� �

1

3
JD��I � �S�

� 2JD��I� � JD��S� � 2JD��I � �S� �
2

3
JCI�0� �

1

2
JCI��I��

� �4

3
JCI�D�0� � JCI�D��I��

R2525 � ��8JQ��S� �
2

3
JD��I � �S�

� 2JD��S� � 4JD��I � �S�

�
2

3
JCI�0� �

1

2
JCI��I��

R1425 � R2514 � 4JQ(�S) � JD(�S) R1436 � R3614 � 8JQ(2�S)

The autocorrelation spectral density functions are the following:

JQ��� �
3

160
�e2qQ�21 �

!Q
2

3 � c

1 � �2c
2 ,

JD��� �
3

10�I
2�S

2	2

rIS
6 � c

1 � �2c
2 ,

JCI��� �
3

10
�I

2�zz
21 �

!CI

2

3 � c

1 � �2c
2 .

The cross-correlation spectral density functions are

JQ�D��� �
3

80

�I�S	

rIS
3 �e2qQ���3 cos2&Q�D � 1� � !Qsin2&Q�Dcos 2(Q�D�

c

1 � �2c
2 ,

JCI�D��� �
3

10

�I�S	

rIS
3 �I�zz��3cos2&CI�D � 1� � !CIsin2&CI�Dcos2(CI�D�

c

1 � �2c
2 .

The dynamic frequency shifts are
LQ�D��� � �cJ

Q�D���,

LCI�D��� � �cJ
CI�D���.
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where X is a row vector with elements (1, 1, 1) equal
to the normalized intensities of the lines in the spec-
trum in the absence of any relaxation. The spectrum is
then given by the real part of the Fourier transform of
G(t), that is,

F��� � Re�X � ��
0

�

e�A�i�E�tdt� � �*�0�� .

[136]

In the above, E is a unit matrix and Re stands for the
real part. Evaluation of the above integration yields

F��� � Re�X � �A � i�E��1 � �*�0�� [137]

In this approach, the calculation of the line shape is
reduced to finding the inverse of the A matrix. As an
example, a spin system comprising 15N (I � 1/2)
coupled to 2H (S � 1) is considered for which the 15N
spectrum is a triplet. The line shapes are simulated
using Eq. [138]. Simple isotropic tumbling with a
correlation time of 20 ns is assumed. The spectrom-
eter frequency was set to 900 MHz for protons. The
simulated line shapes are shown in Fig. 4. The other
parameters used are a 170-kHz 2H-quadrupole cou-
pling constant, 15N � CSA � �160 ppm, an inter-
nuclear distance set at 1.025 Å, and JIS � 15 Hz. The
orientation of the CSA tensor with respect to the

Figure 4 The simulated line shapes for spin I. The spectrometer frequency was set at 900 MHz
for protons. Other parameters: 170-kHz 2H-quadrupole coupling constant, 15N-CSA � �160 ppm,
internuclear distance � 1.025 Å, JIS � 15 Hz. The orientation of the CSA tensor with respect to the
dipolar frame was varied by setting the angle to (a) 0°, (b) 30°, (c) 60°, and (d) 90°.
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dipolar frame was varied by setting the angle &CI
to 0°,

30°, 60°, and 90° [Fig. 4(a–d)].
The asymmetry in the line shape is due to the

dynamic frequency shift effect arising predominantly
from the cross correlation between quadrupole and
DD interactions and the differential line broadening is
due to the cross correlation between the CSA and DD
interactions. The CSA–DD cross-correlation effect
also undergoes a sign change with the change in the
angle, leading to the differences in the pattern of
asymmetry in the top and bottom panels of Fig. 4.

Dynamics from Line Shapes

In this example we will use the cross-correlation
functions that include internal motions derived in Eq.
[92] to simulate once again the line shapes of a
spin-1/2 nucleus (I � 15N) that is scalar (J ) coupled to
a spin-1 nucleus (S � 2H). The simulations are aimed
at bringing out the essential features arising from
internal motions.

Let us focus on Eqs. [78] and [92]. The real part of
the Fourier transform of the function

�S2e�t/M � �1 � S2�e�t/�

will yield a spectral density component

j��� � �1 � S2�


1 � ���2 � S2
M

1 � ��M�
2 [138]

and an imaginary part that gives rise to the dynamic
frequency shifts,

k��� � �1 � S2�
�2

1 � ���2 � S2
�M

2

1 � ��M�
2 . [139]

For the present case, the relevant spectral density
terms are the autocorrelation spectral densities,

JQ��� �
3

160
�e2qQ�21 �

!Q
2

3 � j��� [140]

JD��� �
3

10 �I
2�S

2	2

rIS
6 � j��� [141]

JCI��� �
3

10
��I�zz�

21 �
!CI

2

3 � j��� [142]

and the cross-correlation spectral densities,

JQD��� �
3

80

�I�S	

rIS
3 �e2qQ�

� ��3 cos2&QD � 1� � !Qsin2&QD� j��� [143]

and

JCID��� �
3

10

�I�S	

rIS
3 ��I�zz�

� ��3 cos2&CID � 1� � !CI
sin2&CID� j���. [144]

The dynamic frequency shift terms arising from the
cross-correlation functions are given by

LQD��� �
3

80

�I�S	

rIS
3 �e2qQ�

� ��3 cos2&QD � 1� � !Qsin2&QD�k��� [145]

and

LCID��� �
3

10

�I�S	

rIS
3 ��I�zz�

� ��3 cos2&CID � 1� � !CI
sin2&CID�k��� [146]

Using Eqs. [140]–[146] and formulating a relaxation
matrix and equation of motion as before (Eq. [131]),
we can directly simulate the I-spin line shapes. These
equations are different from those of Table 5; because
we have included internal motion, the shape of the
spectral densities are given by j(�) and the dynamic
frequency shifts are given by k(�).

Figure 5(a–f) presents a case wherein a 15N triplet
arising from its coupling to a 2H nucleus is shown for
various order parameters S2 set at 0.0, 0.2, 0.4, 0.6,
0.8, and 1.0. The quadrupole coupling constant was
set at 170 kHz with &QD � 0°, the distance between
deuterium and nitrogen was 1.025 Å, an axially sym-
metric CSA tensor for nitrogen was used with �zz �
�160 ppm with &CI�D � 0°, the overall c was 20 ns,
and the 1H Larmor frequency was set at 720 MHz. In
Fig. 6 all the parameters were the same as in Fig. 2,
except &CI�D � 90° was used. It is clear from these
simulations that the line shapes are sensitive to the
order parameter and, of course, to the relative orien-
tation of the DD and CSA (or quadrupolar) tensors.

CONCLUSION

We have attempted to present the theory of nuclear
magnetic relaxation in liquids starting from first prin-
ciples. The goal was to enunciate every step involved
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in the formulation of the theory. The description dem-
onstrates how the equation of motion is derived and
highlights important constraints necessary for arriving
at the final equations in the density matrix and the
operator forms. The detailed derivation of the Ham-
iltonians gives completeness to the description of the
theory. The various coordinate transformations start-
ing from the PAS to the laboratory frame have been
explicitly explained so that one can formulate the
derivation of the correlation (both auto- and cross
correlations) functions for newer contexts. The steps
clearly delineate the intricacies and assumptions in-
volved in deriving auto- and cross-correlation func-
tions. The detailed description also allows one to
understand the issues relating to internal motions,
often termed as dynamics. The examples illustrate the
two different approaches to handle relaxation prob-
lems, namely, the Redfield matrix and the operator
methods.

It is worthwhile to be familiar with both the Red-
field and operator approaches in tackling relaxation

problems because each of these approaches has its
own merits and complexities. When dealing with a
problem in the Redfield density matrix approach the
dimensionality of the relaxation matrix may appear
formidably large and computing all the elements may
appear to be a tedious task. It is evident from the
examples given here that one can focus on a subset of
the whole matrix and simplify the problem. However,
one may have to carefully select the subset, otherwise
subtle effects may be missed. In the operator approach
it is somewhat straightforward to decipher the subset,
as the double commutators would lead us to the rel-
evant operators that are to be included. In the example
for the operator approach, the evaluation of the double
commutator for Iz automatically yielded the depen-
dence on Sz and, thus we arrived at a coupled equation
for the longitudinal relaxation of spins I and S. When
it comes to solving transverse relaxation or the relax-
ation of the coherences (single quantum or multiple
quantum), both the approaches are similar in com-
plexity but we prefer the Redfield density matrix

Figure 5 A simulation of 15N triplet line shapes due to their coupling to 2H. The order parameter
was varied as (a) 0.0, (b) 0.2, (c) 0.4, (d) 0.6, (e) 0.8, and (f) 1.0. Other parameters: 170-kHz
quadrupole coupling constant, with &QD � 0°; distance between deuterium and nitrogen � 1.025 Å;
axially symmetric CSA tensor for nitrogen with �zz � �160 ppm with &CID

� 0°; overall c � 20
ns; e � 10�12 s; J/2$ � �15 Hz; 720-MHz 1H Larmor frequency. In Fig. 2, &CID

� 90° was used.
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formulation. For some applications, it is convenient to
calculate the elements of the Redfield matrix and later
convert them into an operator representation (82). The
relaxation matrix itself assumes a block form because
coherences of different order or spins do not mix
during free evolution and it simplifies calculations.
For example, we focused only on the subset of the
three I-spin transitions.

While our description is correct and follows the
traditional approach, it is imperative to state that there
are other descriptions and different formulations in
the literature (26, 83, 84). This article is mainly in-
tended to serve as a basis for a newcomer to under-
stand relaxation in detail and then move on to further
in-depth studies. Although some aspects of relaxation
in solids can also be explained based on the theory
developed so far, a complete description of the same
is beyond the scope of this article. We do not pretend
to have covered all aspects of the theory, even for
liquids within this framework of description. For ex-
ample, we have not included relaxation in the pres-
ence of an externally applied RF field or chemical
exchange. Although in the weak RF limit (also known

as nonviscous liquid limit) in which the RF strength is
much weaker than the strength of the relaxation in-
teraction, the relaxation part is essentially unaffected
and the extension of the theory is straightforward and
amounts to adding just one more term in the coherent
part of the Hamiltonian. For a complete description,
we refer the readers to several research articles (12,
40, 85). Almost all the cases that we encounter in
liquids, in which relaxation is in the presence of RF,
come under this category. The strong RF or the vis-
cous liquid limit (RF strength is larger than the relax-
ation interaction strength) is rather uncommon and a
detailed description can be found in Abragam’s clas-
sic text (30).
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ics of supercooled liquids and glassy solids. Prog Nucl
Magn Reson Spectrosc 2001; 39:191–267.

61. Stringfellow TC, Farrar TC. Applications of Redfield
relaxation theory: Transverse relaxation of weakly cou-
pled spin-pair systems. Concepts Magn Reson 1998;
10:261–273.

62. Sørensen OW, Eich GW, Levitt MH, Bodenhausen G,
Ernst RR. Product operator formalism for the descrip-
tion of NMR pulse experiments. Prog Nucl Magn Re-
son Spectrosc 1983; 16:163–192.

63. Madhu PK, Kumar A. Bloch equations revisited: New
analytical solutions for the generalized Bloch equa-
tions. Concepts Magn Reson 1997; 9:1–12.

64. Smith SA, Palke WE, Gerig JT. The Hamiltonians of
NMR. I. Concepts Magn Reson 1993; 4:107–144.

65. Smith SA, Palke WE, Gerig JT. The Hamiltonians of
NMR. III. Concepts Magn Reson 1993; 5:151–177.

66. Smith SA, Palke WE, Gerig JT. The Hamiltonians of
NMR. II. Concepts Magn Reson 1993; 4:181–204.

67. Rose ME. Elementary theory of angular momentum.
Wiley: New York; 1957. p 248.

68. Zare RN. Angular momentum: Understanding spatial
aspects in chemistry and physics. Wiley: New York;
1988. p xi, 349, plate 341.

69. Siminovitch DJ. Rotations in NMR. I. Euler–Rodrigues
parameters and quaternions. Concepts Magn Reson
1997; 9:149–171.

70. Siminovitch DJ. Rotations in NMR. II. Applications of
the Euler–Rodrigues parameters. Concepts Magn Re-
son 1997; 9:211–225.

71. Hubbard PS. Some properties of correlation functions
of irreducible tensor operators. Phys Rev 1969; 180:
319–326.

72. Steigel A, Spiess HW. Dynamic NMR spectroscopy.
Springer–Verlag: Berlin; 1978. p 214.

73. Edmonds AR. Angular momentum in quantum me-
chanics [3rd corrected printing]; Princeton University
Press: Princeton, NJ, 1974. p viii, 146.

74. Lipari G, Szabo A. Effect of librational motion on
fluorescence depolarization and nuclear magnetic reso-

PRIMER FOR NUCLEAR MAGNETIC RELAXATION IN LIQUIDS 115



nance relaxation in macromolecules and membranes.
Biophys J 1980; 30:489–506.

75. Lipari G, Szabo A. Nuclear magnetic resonance relax-
ation in nucleic acid fragments: Models for internal
motion. Biochemistry 1981; 20:6250–6256.

76. Bruschweiler R, Liao XB, Wright PE. Long-range mo-
tional restrictions in a multidomain zinc-finger protein
from anisotropic tumbling. Science 1995; 268:886–
889.

77. Lee YK. Spin-1 nuclear quadrupole resonance theory
with comparisons to nuclear magnetic resonance. Con-
cepts Magn Reson 2002; 14:155–171.

78. Overhauser AW. Polarization of nuclei in metals. Phys
Rev 1953; 92:411–415.

79. Solomon I. Relaxation process in a system of two spins.
Phys Rev 1955, 99:559–565.

80. London RE, Lemaster DM, Werbelow LG. Unusual
NMR multiplet structures of spin-1/2 nuclei coupled to
spin-1 nuclei. J Am Chem Soc 1994; 116:8400–8401.

81. Murali N, Rao BDN. Lineshape variations of a spin-1/2
nucleus coupled to a quadrupolar spin subjected to rf
irradiation. J Magn Reson Ser A 1996; 121:95.

82. Boyd J, Hommel U, Krishnan VV. Influence of cross-
correlation between dipolar and chemical shift anisot-
ropy relaxation mechanisms upon the transverse relax-
ation rates of N-15 in macromolecules. Chem Phys Lett
1991; 187:317–324.

83. Levitt MH, Dibari L. Steady state in magnetic reso-
nance pulse experiments. Phys Rev Lett 1992; 69:
3124–3127.

84. Levitt MH, Dibari L. The homogeneous master equa-
tion and manipulation of relaxation networks. Bull
Magn Reson 1994; 16:94–114.

85. Palke WE, Gerig JT. Relaxation in the presence of an rf
field. Concepts Magn Reson 1997; 9:347–353.

BIOGRAPHIES

Nagarajan Murali earned his Ph.D. (1989)
in NMR at the Department of Physics, Indian
Institute of Science, Bangalore, India. He
worked with Professor Anil Kumar for his
Ph.D. on pulse sequence developments and
relaxation theory. After postdoctoral work
(1988–1990) on pulse shaping at Princeton
University (Prof. Warren’s Lab), he moved
to Professor B.D. Nageswara Rao’s lab at

IUPUI (Indianapolis, IN) as a postdoctoral fellow, where he worked
on biological applications and relaxation studies (1990–1995).
Later, he took a position as an Assistant Scholar/Scientist at the
National High Magnetic Field Laboratory (NHMFL, 1995–2000).
This article was based on a series of lectures given by Dr. Murali
in the NMR program at NHMFL. He works as a Senior NMR
Applications Chemist at Varian Inc., Palo Alto, CA, since 2000.

V.V. Krishnan (Krish) received his Ph.D. in
physics from the Indian Institute of Science,
Bangalore, India, in 1991 under the supervi-
sion of Professor Anil Kumar. He did his
postdoctoral work at the Scripps Research
Institute, La Jolla, CA, with Professor Mark
Rance (1991–1994). Krish was a staff mem-
ber at the Burnham Institute, La Jolla, CA,
before becoming a scientist at Lawrence Liv-

ermore National Laboratory, Livermore, CA, in 1997. Dr. Krishnan
is currently a Senior Scientist in the Molecular Biophysics Group of
the Biology and Biotechnology Research Program. His research
interests are focused on the functional dynamics of biomolecules
using NMR and computational methods, quantum information pro-
cessing, structural bioinformatics, and protein–water interactions.

116 MURALI AND KRISHNAN


