Characterization and production metrology of thin transistor gate oxide films
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Abstract

The thickness of silicon dioxide that is used as the transistor gate dielectric in most advanced memory and logic applications has decreased below 7 nm. Unfortunately, the accuracy and reproducibility of metrology used to measure gate dielectric thickness during manufacture of integrated circuits remains in some dispute. In addition, detailed materials characterization studies have resulted in a variety of descriptions for the oxide-interface–substrate system. Part of the problem is that each method measures a different quantity. Another related issue concerns how one should define and model the critical dielectric/substrate interface. As scaling continues, the interface between silicon dioxide and silicon becomes a larger part of the total thickness of the oxide film. Although materials characterization studies have focused on this interface, there have been few attempts to compare the results of these methods based on an understanding of the models used to interpret the data. In this review, we describe the physical and electrical characterization of the interfacial layer. Infrared absorption data are reviewed and previous interpretations of the LO/TO phonon shifts as a function of oxide thickness are refined. We correlate the available results between physical methods and between physical and electrical methods. This information is essential to inclusion of an interfacial layer in optical models used to measure silicon dioxide inside the clean room. We also describe some characterization issues for nitrided oxides.
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1. Introduction

The 1997 National Technology Roadmap for Semiconductors indicates that the first shipments of integrated circuits at the 150 nm technology generation will occur in 2001. The transistors are expected to use a gate dielectric with capacitance equivalent to 2–3 nm of silicon dioxide. This trend requires in-line thickness measurement techniques to be capable of monitoring the manufacturing process for 2 nm silicon dioxide, oxynitride or stacked oxide/nitride dielectrics. The total number of atomic layers of a 2 nm silicon dioxide film is so small that an interfacial layer will be a significant part of the total oxide thickness. Considering the importance of thin gate dielectric films, it is surprising that the film–substrate interface is rather poorly understood. In this paper, we review local (atomic level) characterization methods and data for the film and interface region. We then relate this developing understanding to models used to describe currently accepted in-line metrology such as ellipsometry and capacitance–voltage measurements.

It is difficult to fundamentally characterize interfaces using ellipsometry in the visible wavelength range due to the long wavelengths (between ~400–800 nm) and the small optical path length differences that very thin films such as interfaces or nitrided layers (<2 nm) impart. Therefore, we take the approach that materials characterization studies provide atomic/localized information that allows us to determine physically realistic models that can be used by ellipsometry and capacitance–voltage methods. These methods are used for routine, clean room based metrology during integrated circuit manufacturing. This ‘in-line’ metrology must be capable of measuring many wafers per hour while maintaining the precision required for statistical process control. Another consideration for in-line metrology is that ellipsometry can monitor gate dielectric uniformity and thickness before complete fabrication of the transistor that is required for electrical measurements. One of the advantages of using ellipsometry and capacitance–voltage for in-line measurements is that they average over large areas (relative to atomic dimensions) and can simply be interpreted in terms of slab layers, characterized by dielectric constants \( \varepsilon_{layer} \). These models are used to interpret the results of several techniques that, while all sensitive to \( \varepsilon \), probe the dependence of \( \varepsilon \) in different frequency regions (optical for ellipsometry and dc for capacitance measurements).

To adequately monitor process variation in a production environment, the precision (6\( \sigma \)) of the measurements must be about 10 times the tolerance required for the process. The tolerance for gate dielectric thickness is about 8% of the film thickness [Ref. SIA roadmap] expressed as six times the standard deviation, i.e. 6\( \sigma \). To obtain a precision to tolerance ratio of 0.1 for 2–3-nm-thick films thus requires a measurement precision of ~0.02 nm, 6\( \sigma \). The precision definition used here contains both short- and long-term measurement variation. Precision numbers of <0.02 nm (6\( \sigma \)) are only achievable by averaging over large areas. It is important to remember that ultimately
metrology is intended to insure that the gate dielectric has a constant capacitance to minimize the spread in threshold voltage across a chip, across the wafer and from wafer to wafer. This is the motivation for also examining the connection between the optically measured film thickness and the capacitance measured by \( C-V \). Other metrology issues are out of the scope of this review. This includes ‘pinholes’ or the nonstatistical very low probability Si intrusions into the gate that may dominate tunneling.

Before presenting a detailed review, it is useful to describe some of the models and problematic issues concerning the interfacial region. The interface can loosely be defined as the transition region between the bulk crystalline silicon and the bulk silicon dioxide film. The interface can contain silicon and oxide components. Some of the important issues that have been discussed for many years include (i) the existence and magnitude of strain in the Si and SiO\(_2\) near-interfacial layers, (ii) the existence and amount of sub-oxides in the SiO\(_2\) near interface and (iii) the extent of roughness (usually defined by roughness in the final plane of ordered substrate Si). The existence of one or more ordered layers of SiO\(_2\), has never been confirmed and will not be discussed in this paper. These models are used to interpret the results of several techniques that, while all sensitive to \( \varepsilon \), probe the dependence of \( \varepsilon \) in different frequency regions (optical and dc for ellipsometry and capacitance measurements). When comparing various techniques, several factors must be kept in mind: sensitivity to different spatial wavelengths of surface roughness and sample preparation conditions and crystal orientation. With these factors in mind, comparison is possible. High spatial resolution probes have provided a picture of the atomic order at the interface, although sometimes with conflicting interpretations. Some recent scanning transmission electron microscopy (STEM) [1] and medium energy ion scattering (MEIS) [2–3] results indicate that there is a small increase in spacing of the (100) lattice planes close to the interface. TEM micrographs of thin oxide films often show a slight roughness at the interface as shown in Fig. 1 [4].

The chemical bonding at the interface has also been studied. A substoichiometric oxide has frequently been reported in X-ray photoelectron spectroscopy (XPS) studies of thin oxide layers [5]. In addition, a recent XPS study has reported that the oxide interface region consists of 0.3 nm of sub-oxide on the silicon and 0.7 nm of...
nm of slightly denser silicon dioxide above the suboxide layer [6]. Previous infrared spectroscopy measurements have shown a shift in the frequency of the optical phonon like transitions that has been interpreted in terms of a stressed oxide layer at the interface [7–10]. In this paper, we present previously unpublished infrared measurements of the phonon shift and reevaluate the contribution of stress to the observed phonon shift. We conclude that only a small part of the shift can be attributed to a stressed oxide. The data is consistent with the presence of substoichiometric oxides at the interface and some stress. Furthermore, there is chemical inhomogeneity that extends several angstroms above the substrate. Large area measurements provide a layer like (slab) picture of the interface. Atomic scale roughness would be very difficult to avoid over the many microns squared area measured by ellipsometry or X-ray reflectivity (XRR). In a simplified slab model, the interfacial roughness can be considered a thin slab layer with a mix of substrate and film optical properties. The mixture may be different for ellipsometry and XRR due to different spatial wavelength sensitivities. XRR measurements have been interpreted as showing a interfacial region of about 1 nm when the data is modeled using a thin layer having an increased density over that of the bulk oxide or silicon substrate [11,12]. The XRR measurements are strong evidence for a stressed oxide. Spectroscopic ellipsometry data for thin oxide films can be interpreted in terms of an optical model that has a thin interfacial layer (slab) with effective dielectric properties that are obtained by averaging silicon and oxide refractive indices [13–16]. This interfacial layer can account for both microroughness and strain. To date, no one has pursued an optical model that accounts for interfacial microroughness, the suboxide above the silicon and the denser oxide layer.

Optical absorption in the vacuum ultraviolet has also been used to characterize the Si/SiO₂ interface [17]. A model-based summary of the above discussion is shown in Fig. 1. Some aspects of this model such as the evidence for the stress oxide layer will be questioned in this review.

Comparison of electrical and optical metrology methods requires use of models and dielectric constants. As discussed in the last section, electrical methods consider the dielectric layer to be a slab with the frequency-dependent dielectric constant to have the same value as the static dielectric constant of bulk silicon dioxide. In-line ellipsometric measurements can incorporate optical models that include an interface layer. Measurements of the dielectric constant of thin oxides have concluded that the band gap of thermally grown oxides thicker than 2.3 nm is 8.95 eV, regardless of the thickness [18]. Furthermore, some researchers have concluded that the stress in the oxide next to the interface is relieved after further heat intensive processing including the deposition of polysilicon for the gate electrode. Clearly, the dielectric properties (for frequencies associated with optical measurements) of the interface layer are different than the bulk oxide. In order to correlate optical and electrical measurements, we must determine the high frequency properties of thermally grown oxide film including the interface and relate them to the low frequency dielectric properties of the interface after deposition of the poly-silicon gate electrode. These same issues extend to nitrided oxides and other alternate gate dielectric materials.

In this paper, we critically review some of the experimental data that has been used to characterize the presence of the interfacial layer. We present a convenient optical model for the interfacial region and make the connection between models for interpreting optical measurements and capacitance–voltage measurements [19], while stressing that a consensus model for the interface is not yet available. In Section 2, we discuss characterization at atomic dimensions by STEM and MEIS. In Section 3, we discuss XPS, optical second harmonic and infrared spectroscopy analysis of the atomic bonding of interfacial oxygen. Previously unpublished infrared measurements and a thorough discussion of the cause of shifts in the observed phonon frequencies is presented. X-ray and neutron reflectivity characterization of thin oxide samples is described in Section 4. In Section 5, we describe the optical models that result from this data and ellipsometry of thin oxides. In Section 6, we attempt to correlate optical and electrical measurements of oxide thickness.

2. STEM and MEIS characterization of oxide film structure at atomic dimensions

In this section, we describe STEM and MEIS characterization of the silicon lattice that lies next to the oxide layer.

2.1. Scanning transmission electron microscopy (STEM)

STEM imaging is different from conventional high resolution TEM imaging. In conventional high resolution TEM (HRTEM) imaging, a nearly parallel electron beam travels through the sample and the direct (transmitted) beam and the diffracted beams are allowed to interfere with one another to form a ‘lattice’ image. The resulting image reflects the periodicity of the crystal lattice since the lattice acts essentially as a
phase grating. However, image interpretation can be complicated by inversions of contrast, which depend on the specimen thickness and the objective lens defocus and additional interference effects (Fresnel fringes) at the interface between the crystalline substrate and the amorphous dielectric. In contrast, high resolution images obtained in a scanning transmission electron microscope equipped with an annular detector can be much simpler to interpret. This simplicity is a direct result of the fact that only electrons scattered through 'large' angles are used to form the image, so that interference effects contribute less to the image. The STEM image is consequently far less sensitive (although not immune) to specimen thickness variations, tilt and defocus. A block diagram of a STEM is shown in Fig. 2. In this mode of operation the electron beam is focussed to a very fine spot (<2 Å is feasible). This fine probe is scanned over the specimen and transmitted electrons scattered through large angles strike the annular detector. Since the maximum scattering occurs when the electron probe is centered over a column of atoms, the columns appear bright in the image. Little scattering occurs when the probe is centered over a channel between atomic columns, so that these areas appear dark. In a perfect crystal, atoms with higher atomic number, Z, produce more scattering, so that the intensity of the bright spots in the image can be related to the atomic composition of the corresponding column of atoms in the sample. Annular dark field (ADF) STEM is sometimes known

---

Fig. 2. Block diagram of an annular dark field-scanning transmission electron microscope (ADF–STEM). Figure first published in Ref. [1]. Reproduced with permission.
as ‘Z-contrast’ imaging because of this atomic-number sensitivity. However, the image intensity is also affected by strain contrast and the channeling of the probe which is useful for detecting light dopant atoms. Amorphous materials (such as the gate dielectric) do not have periodically arranged atomic columns or channels so they appear as regions of uniform intensity. An ADF–STEM image of Si/SiO₂ interface is shown in Fig. 3. Line profiles through STEM images of thin specimens provide both the gate oxide thickness and the interface roughness (averaged along a column of atoms parallel to the electron beam). The bulk silicon lattice provides a precise, absolute calibration for the gate thickness.

Apart from the manner in which the image is formed (scanning versus parallel illumination), the main difference between STEM and HRTEM imaging is the contrast mechanism. For very thin specimens, HRTEM imaging is primarily a coherent, phase-contrast imaging technique while STEM imaging is an incoherent, amplitude-contrast technique. The incoherent nature of the ADF image (which measures the square of the electron wave function) largely removes the contrast reversals present in phase-contrast HRTEM. ADF imaging also trades off higher resolution for reduced contrast. Consequently, unprocessed ADF images always look more ‘blurry’ than HRTEM images, which in turn are artificially sharpened by the microscope. (The HRTEM suppresses the lower frequencies in the image, while ADF enhances them). Although the ADF image does not look as sharp, the point-to-point resolution is roughly 50% better than CTEM for the same beam voltage and instrumental aberrations. A commercial, 200 kV field-emission-analytical-microscope has a HRTEM point-to-point resolution of 2.3 Å. The same instrument when operated as a STEM has a point-to-point resolution of 1.8 Å or better (the limit being source brightness).

The STEM mode is also useful for imaging very thick specimens (1–5 μm thick). One of the major weaknesses of electron microscopy is that it can often take 4 or more h to prepare a specimen thinner than 1 μm. Ideally, the specimen thickness for conventional TEM should be 300 nm or less (and less than 50 nm for atomic resolution TEM). Interpretable, atomic resolution STEM images can still be obtained in 100–200 nm thick specimens. In specimens thicker than 1 μm (which can be prepared in less than 1 h), the STEM resolution is degraded to about 1 nm. Since most of the scattered electrons are collected by the annular
detector, a strong signal is still obtained. This is in contrast to a conventional TEM, which relies on collecting the electrons in the unscattered beam, which is depleted at these thicknesses.

One attraction of ADF–STEM imaging over HRTEM is in obtaining quick, readily interpretable (if only qualitatively) images by relying on the enhanced chemical sensitivity ($Z^{1.7}$ for ADF versus $Z^{0.66}$ for HRTEM) and reduced sensitivity to instrumental and scattering artifacts. A second and very important role for annular-dark-field imaging is in positioning the electron probe for spectroscopic techniques such as electron energy-loss spectroscopy (EELS) or X-ray analysis, which can be performed simultaneously with ADF measurements. This has made it possible to perform atomic-scale energy-loss spectroscopy at silicon/silicon dioxide interfaces [20]. Batson has identified Si$^{2+}$ defects at a the interface between steamgrown silicon dioxide and an [001] silicon substrate. Timp and coworkers have mapped the oxygen distribution across 1–2 nm thick gate oxides in MOSFETS, including the width of the interface as shown in Fig. 4. EELS can also be used to profile oxynitride thin films, measuring not only the N/O ratio, but also the local bonding and electronic structure. At atomically abrupt interfaces, the spatial resolution of EELS is about 0.2 nm. However, as the interface is viewed in projection, interface roughness greater than 0.2 nm will degrade the spatial resolution (Fig. 5).

Duscher et al. [1] have applied STEM techniques to the analysis of the interfacial region between silicon and silicon dioxide. On the basis of Z-contrast images of the cross section of a thermal oxide, they conclude that there is no evidence for a crystalline oxide phase at the interface as has been reported by others. In addition, they show that information about the strain due to the presence of an oxide layer can be determined from Z-contrast images, as shown in Fig. 6. The electrons are scattering from atoms that are constantly in motion and both the atomic displacement from bulk positions (strain) and the vibrational amplitude at room temperature contribute to the intensity and location of the bright spots in the image [1]. These and other effects can be distinguished using images obtained from lower angle scattering and greater angular resolution [1]. An exponentially decreasing strain...
was observed over about 1 nm for a rather rough, thermally oxidized Si(111) surface. There is a clear need to apply stain analysis to oxide layers grown on Si(100) using processes representative of CMOS transistor fabrication. However, it is important to note that the relationship between the strain observed in the very thin samples used in STEM or TEM and that observed in wafer samples is not well understood. In addition, strain measurement using

Fig. 5. Electron energy loss spectrum from STEM analysis of Si in ultrathin SiO2. Electron energy loss-spectroscopy is used to map changes in the Si–L edge across an interface between [001] silicon and a steam grown oxide. The Si2+ formal valence state is detected at the interface. The annular dark field image on the left is used to position the electron beam for spectroscopy. (From Ref. [20]. Reproduced with permission.)

Fig. 6. Strain versus depth below the Si/SiO2 interface. Figure first published in Ref. [1]. Reproduced with permission.

Fig. 7. Block diagram of (a) MEIS system and (b) high resolution detector. Figures first published in Ref. [34] and reproduced with permission.

was observed over about 1 nm for a rather rough, thermally oxidized Si(111) surface. There is a clear need to apply stain analysis to oxide layers grown on Si(100) using processes representative of CMOS transistor fabrication. However, it is important to note that the relationship between the strain observed in the very thin samples used in STEM or TEM and that observed in wafer samples is not well understood. In addition, strain measurement using
ADF–STEM requires further development. The increased intensity at the interface could be either from probe dechanneling at the rough interfaces as the probe enters and leaves the oxide or from strain in the bulk silicon as Duscher and coworkers suggest. However, these two effects cannot be distinguished or even quantified until further, sufficiently accurate modelling of the beam-specimen interactions have been performed.

If one refers to the TEM electron micrograph in Fig. 1, atomic level microroughness can be observed over the length range of ~100 nm. This results in an uncertainty when a TEM micrograph is used to calibrate optical measurements. One can imagine that there is at least ~0.05 nm uncertainty in how two people (or multiple measurements on a single micrograph) might draw a line at the interface and then determine oxide thickness. This uncertainty is rather large when compared to that required for calibration of optical measurements.

2.2. Medium energy ion scattering

MEIS has been used to examine the interfacial structure, strain, growth behavior and stoichiometry of thin gate oxide films. MEIS is a lower energy version of Rutherford backscattering in which a high energy and angular resolution detector is used to obtain detailed information about atomic structure and composition in the top 50–200 Å of the sample. Groups at IBM, Rutgers University and the Korea Research Institute for Science and Standards have used MEIS to characterize gate dielectrics [2]. The Rutgers MEIS system is shown in Fig. 7.

In a typical MEIS experiment, ~100 keV protons are used as a probe beam and the protons scattered from an oriented sample are detected with high angular and energy resolution. The use of a high energy resolution detector and 100 keV energies (instead of MeV energies) greatly increases surface sensitivity [22–24,104]. The increase in surface sensitivity is also useful for quantification of trace surface contamination and is the basis of the heavy ion backscattering spectrometer (HIBS) developed by Doyle, Knapp and Banks [23,112]. The time-of-flight ion detector used in HIBS (and medium energy backscattering spectrometry, MEBS) is designed to increase counting rate and does not have the energy or angular resolution of MEIS, while the detector used for MEIS is not suitable for trace contamination analysis. The physics of backscattering is well understood and a depth profile of elemental constituents in the sample can be calculated from MEIS data. Unfortunately, MEIS analysis of a single sample may require ~10 h to get reasonable stat-
ics. Because protons are used as a probe in MEIS, elements heavier than hydrogen can be characterized in the sample [23,104]. Therefore, one can determine the position and concentration of nitrogen in very thin oxide/nitride (or more complex) stacks using MEIS as shown in Fig. 8 [25–27].

Ions can channel between rows of atoms. Ion channeling and blocking methods can be used to study surface or interface structure and the high energy and angular resolution of MEIS make it an excellent tool for such studies. In these studies, the change in backscattered intensity is measured as a function of backscattering angle. At certain angles, surface atoms will block the backscatter of probe beam ions from subsurface atoms [28]. The angle at which the backscattered intensity is a minimum is considered the blocking angle as shown in Fig. 9. Surface structure is determined by the change in blocking angle between a perfect bulk crystal and the reconstructed surface [28]. Blocking MEIS studies for an amorphous overlayer on a crystalline substrate see all of atoms in the amorphous region and the first few atomic layers of ordered substrate, while the STEM, usually looking in cross section through a 10–30 nm thick slice, characterizes rows of atoms from the bulk to the ordered layers in the interface. Si(001) will have a blocking dip in MEIS along the [111] direction when the probe beam is aligned close to an [001] incident direction as shown in Fig. 9. The blocking dip for [001] direction is studied by aligning the probe beam along the [111] direction. The change in angle for the minimum backscattered intensity was studied as a function of probe beam energy for a 5.5 nm thick thermal oxide on Si(001) by Moon et al. [2,3]. Based on their data, the (100) interlayer distance was found to increase by 0.0011 nm which corresponds to a strain of ~0.1%. There was no shift in the lattice perpendicular to the surface normal since the [001] blocking dip did not shift [2,3].

Thus both Pennycook’s STEM and the KRISS MEIS data are interpreted as showing an increase in the spacing between the lattice planes next to the interface with the oxide. The STEM data for thermal oxide on Si(111) indicated a >0.01 nm increase for the lattice plane closest to the interface while the MEIS data showed a ~0.001 nm increase for the Si(100) lattice plane at the interface. A logical next step is to compare STEM and MEIS data taken using pieces of the same wafer having a 2–3 nm thermal oxide grown using a typical transistor gate oxidation process. Comparison of this data may also allow initial correlation of the change in strain when a sample is thinned.

MEIS data have also been interpreted to yield the density of the interfacial layer. MEIS determines the areal density (atoms/cm²) of silicon and oxygen atoms. The ion stopping power (eV/Å) can only be known or determined if the bulk density is also known; only then can a film thickness be accurately determined. Moon has indicated that the error in the density of the interface layer is larger (~10%) than the difference in the densities of bulk silicon and silicon dioxide. The thickness of the interlayers in a 5.5 nm (and a 3.0 nm) thick oxide layer was estimated to be 1.3 nm (1.23 nm). These estimations are based on a specific value for the areal density of compressed silicon.

In Fig. 10, data from the Rutgers group are presented showing the Si versus O yield for different thickness films. Although the bulk of the SiO₂ film shows correct stoichiometry, excess Si is present near the interface in the spectra that cannot be accounted for by a perfectly terminated Si substrate abutting a perfectly amorphous SiO₂ film. The Rutgers group feels that the absolute MEIS depth resolution of the spectra for their films is such that the excess Si may either be in the form of strain in the Si substrate, as argued by the Korean group, or as excess Si in the SiO₂ film as sub-oxides, as discussed below.

3. XPS, optical second harmonic and infrared characterization of the atomic bonding of interfacial oxygen

3.1. X-ray photoelectron spectroscopy

XPS is an accurate ultrahigh vacuum characterization method in which photoelectrons are first generated by bombarding a material with X-rays and then energy analyzed to yield information about elemental composition and in some cases local chemical bonding. XPS can be performed on isolated gas phase atoms and molecules, although it is now most commonly used to analyze material surfaces. Because the mean-free-path of low energy electrons (10-1000 eV) is quite short, photoelectrons generated in XPS that arrive at the electron detector are predominantly emitted from atoms residing within the top ~25 Å of a material; thus the surface sensitivity. From the known photon energy and the measured kinetic energy of a photoelectron, one can roughly determine the initial “binding energy” of the electron. Because all atoms have unique binding energies for their atoms, the electron energy spectrum of a material can be used to quantitatively determine its elemental composition. Furthermore, if the mean-free-path is known for electrons of a certain energy in a given material, the thickness of a layered layered film of known density can be determined. A closer analysis of the peak positions and shapes can be used to determine the oxidation state (chemical environment) of the atom. Angularly resolved photoelectron spectroscopy can be used to determined the valance band electronic structure of some crystalline solid materials and overlayers and can also be used to
determine a depth/compositional profile somewhat analogous to what MEIS and SIMS offer. A block diagram of an XPS system is shown in Fig. 11.

The chemical nature of an oxide film and even the interfacial region between a thin oxide layer and its substrate can be characterized by XPS. Although most variants of XPS sample a large area (mm² to cm²), it is the local bonding of atoms that determines the spectra. The SiO₂/Si(001) interface has been the topic of numerous studies [5–6,29–40,105]. The consensus interpretation [5–6,29,34,38] of these studies is that in addition to seeing a significant amount of elemental Si and Si⁺⁴ on the Si substrate and SiO₂ overlayer sides of the interface respectively, some of the Si atoms at the interface are in the Si⁺¹, Si⁺² and Si⁺³ ‘sub-oxide’ oxidation states; a thorough analysis of this is given in Himpsel et al. [29] The Si (2p) photoelectron spectra for a thin oxide layer is shown in Fig. 12 along with the standard peak assignment.

At least five issues remain in some dispute resolved concerning the interpretation of photoelectron spectra (background subtraction, peak assignment and uniqueness of fit, mean-free-path and other parameters, the quantity of hydrogen and position of H-shifted peaks and acceptable uses of angularly resolved or integrated methods). One controversy that has existed for over two dozen years, is how to perform a proper background subtraction on the spectrum such that the sub-oxide yield can be determined quantitatively. It is precisely the amount of sub-oxide that both the device and the surface science communities need to quantify, if an atomic scale understanding of this critical interface is ever to be known. Some see no crime in using a Shirley background subtraction routine, some use
more sophisticated methods, while others argue that only synchrotron-based studies can circumvent the intractable background subtraction problems that arise when using Al or Mg Kα X-ray excitation. Signal-to-noise (S/N) problems used to be serious, but with current generation XPS systems (and synchrotron work) this is less problematic. The sub-oxide peak assignments (in terms of both energy position and width) of the photoelectrons emitted between 100.5 and 103 eV binding energy was challenged recently [36,37]. Part of the objection to the traditional sub-oxide interpretation (that the three intermediate oxidation state peaks are linearly spaced in energy between Si and Si^{4+}) is that second-nearest-neighbor electronic effects can be significant in determining the photoemission peak position and are not fully taken into account in the classical model. A new model has been proposed to account for the various peaks in the SiO₂/Si photoemission spectrum and support for the new model from model molecular adsorbates has been demonstrated, however the challenge remains controversial. One ab initio theoretical study has shown that second-nearest-neighbor effects are real but not significant [38]. Another issue is that final state relaxation is a function of distance from the interface and is rarely included in...
modeled spectra. Concerning metrology, both the classical and novel sub-oxide peak interpretations will not significantly change the quantity of sub-oxide that is determined from a given spectrum; this is more effected by the background subtraction routine. Although the thickness of this sub-oxide at a thermally annealed SiO$_2$/Si interface has remained controversial, it has narrowed from 10–30 Å claimed by some workers 20 years ago, to somewhere between 1.0 monolayer (which one gets by definition from a perfectly termi-
nated Si/SiO$_2$ interface) and 2 monolayers [5,33,34,105]. The compositionally-sharp well-phase-segregated interface model with ~1 ML of sub-oxide model has been given strong support in the very accurate work of Hattori et al., while many others are claiming 1.2–2.0 ML of sub-oxide (with the excess stretching 5–10 Å into the SiO$_2$ film), arguing that the excess is seen by other techniques as well. Unfortunately XPS is probably unique in its ability to quantify sub-oxide concentration; most other methods could easily see strain, roughness, hydrogen or be modeling improperly. The exact amount of this sub-oxide is very important in helping one to better define thickness metrology for ultrathin films. We clearly need to define the interface compositionally as well as structurally, where the latter usually refers to the crystalline to amorphous transition ‘plane’ as seen for example in TEM. It is quite possible that the compositional and structural interface are not the same. The substoichiometric oxide quantity also needs to be understood by device physicists and engineers who are trying to understand interface electrical defects. Current devices are made with 10$^9$ defects/cm$^2$ and this trying to understand interface electrical defects.

The ratios were determined as follows [6]. The intensity of the sub-oxide photoelectrons decreased after a 1000°C anneal in Ar. [35]. Electrical characterization of these films showed a 40× decrease in interface state density and a 20× decrease in oxide charge density. Charge to breakdown increased by 2× [35].

Recently, Hattori and coworkers have found that detailed CPS studies of a series of thin oxide layers suggest a 0.7 nm thick densified oxide layer above the 0.3 nm thick sub-oxide layer at the interface with the silicon substrate [6]. The total interfacial layer is found to be about 1 nm which matches the thickness of the interfacial layer observed by XRR [11,12]. Since proof of the existence of a dense oxide layer at the interface is critical to the suggestion of a realistic optical model, we present some of the data interpretation here.

Previous work had shown that the intensity of the Si (2p) photoelectron peaks associated with sub-oxides were sensitive measures of changes in local structure during oxide growth [5,33,105]. In addition, the total intensity of the sum of the sub-oxide peaks increased as oxide thickness went from zero to ~0.5 nm and then the intensity remained constant as film thickness increased from 0.5 to 2 nm. The intensity of the 2p peak associated with silicon dioxide is an indication of oxide thickness when it is normalized to the Si 2p peak from the unoxidized silicon substrate. This is shown in Fig. 13(a). Only the Si (2p) photoelectron spectrum is interpreted in terms of the sub-oxide peaks. The O (1s) spectra intensity at higher binding energies than the main peak is due to energy loss to specific energy states. This is based on electron energy loss spectroscopy based observation of 5.1 and 7.2 eV energy loss peaks that were considered as being characteristic of the interfacial oxide film [30].

It is important to remember that the photoelectrons will be inelastically scattered as the travel from where they originate to the surface. The amount of inelastic scattering will increase as the oxide thickness increases, especially for the photoelectron that come from the interface. For example, a photoelectron originating at the interface of a 5 nm film on silicon is much more likely to be inelastically scattered before it reached the top of the film than is an electron originating at an interface of a 1 nm film on silicon. Presumably, the decrease in the intensity of photoelectrons from O (1s) should change linearly with changes in intensity of the sub-oxide Si (2p) photoelectrons as oxide thickness is increased if the electrons are traveling through a uniform oxide layer [6]. A different functional dependence is observed when a denser oxide layer exists above the sub-oxide layer. The functional form of this curve was theoretically determined for comparison with experiment [6]. Plots were constructed from two ratios by taking data for a series of different oxide thicknesses. The ratios were determined as follows [6]. The y-axis is a ratio of intensity of that occurs in the energy region associated with the sub-oxide O (1s) photoelectrons to the intensity of the main O (1s) emission. The O (1s) XPS spectra is shown in Fig. 13(b). Thus, Hattori refers to the photoelectron in the main O (1s) peak as nonscattered and elastically scattered ($I_{el} + I_{nonscatt}$).

The intensity that is shifted a few eV from the O (1s) peak are due to inelastically scattered photoelectrons, ($I_{inel}$) that come from energy losses associated with the sub-oxide layer. The intensity is taken between 3 and 9 eV. This is because the band gap of silicon dioxide films thicker than 2.3 nm has been found to be 8.95 eV independent of thickness [6,18]. Furthermore, XPS studies of the valence band suggest that oxide stress changes the band gap energy [6,18,31,32]. The y-axis is the value of $I_{inel}/(I_{el} + I_{nonscatt})$ for different oxide thickness. The x-axis is the total intensity of the Si (2p) sub-oxide peaks ($I_{SiO_x}$) divided by the intensity of the Si$^{2+}$ plus $I_{SiO_x}$, ($I_{SiO_x} + I_{SiO_x}$) [6,33,105]. Thus, the sub-oxide intensity is normalized by all the Si (2p) intensity that does not come from the silicon substrate. As shown in Fig. 13(c), the experimental data follows the theoretical curve predicted for an oxide film having a dense (structural transition) layer above the sub-oxide [6]. The curve shows two linear dependencies with the break at 1 nm. When combined with the information shown in Fig. 13(a), infrared and X-ray reflectivity stu-
dies showing a densified oxide layer and the change in band gap for stressed oxide, this data is interpreted as meaning that the 1 nm thick interface consists of a sub-oxide layer with a densified structural transition layer on top [6]. It should be noted that the methodology discussed above has just been introduced and a more extensive description of the model needs to be published and reviewed.

Depth profiling in XPS is usually accomplished using sputtering or chemical etching methods. A non-destructive depth profile of thin films (<10 nm) can be calculated from XPS spectra taken at different emission angles [35]. N depth profiles in nitride-oxide-nitride structures are an excellent method of determining N concentration and position when reference materials are available. In Fig. 14(a) and (b), we show XPS angle dependent spectra and the resultant depth profile obtained by Green et al. [39]. These data agree
reasonably well with depth profiles determined by MEIS [32]. Opila has also studied nitrogen incorporation during nitridation [35]. This study showed that the N reacts and stays at the interface during N20 anneal of a RTO oxide [35].

The oxide thickness has long been directly calculated from the relative intensities of Si 2p core level peaks [40]. The oxidized Si core emission in the overlayer is shifted from that of the substrate Si, thus allowing experimental determination of the ratio of photoemission intensity \( \frac{I_{\text{oxy}}}{I_{\text{Si}}} \) from these two Si 2p peaks. Photoelectrons leaving a solid are scattered as they leave a film and the probability for scattering scales linearly with the distance they must travel to exit through the surface. We quantify the scattering by using a photoelectron effective attenuation length, \( \lambda_{\text{oxy}} \). The accuracy of the calculated oxide thickness depends on the accuracy of the attenuation length (current values for Si and SiO2 are: 2.3 and 2.71 nm respectively for 1157 eV Mg X-rays and 2.7 and 3.2 nm respectively for 1387 eV Al X-rays). The relationship for oxide thickness is:

\[
\bar{d}_{\text{ox}} = \lambda_{\text{oxy}} \sin \phi \ln \left[ \frac{I_{\text{oxy}}}{\beta I_{\text{Si}}} + 1 \right],
\]

where \( \phi \) is the take off angle and \( \beta \) is the ratio \( \frac{I_{\text{oxy}}}{I_{\text{Si}}} \) measured on films thick enough to be opaque to photoelectrons. An XPS based determination of oxide thickness has also been compared to TEM, spectroscopic ellipsometry and capacitance–voltage measurements for films from 1.5 to 12.5 nm thick [40]. This study indicated that electrical thickness values were slightly greater than physical thickness values and the physical measurements were in excellent agreement.

3.2. Optical second harmonic generation

Optical second harmonic generation can be used to probe the interface between crystalline silicon and a transparent dielectric layer [41–48,106,107]. It has been used to probe the interface of Si(111)/SiO2, Si(001)/SiO2 and reconstructed Si(111) and (100) surfaces. The fact that OSG can observe the surface reconstruction effects on the surface symmetry means that OSG is sensitive to the monolayer thick crystal structures [48,107]. The second harmonic signal from Si(111) is much stronger than that from Si(001) and thus the high repetition rate of the titanium doped sapphire (Ti:sapphire) laser is required for study of Si(100) surfaces. In this section, the basics of OSG are presented along with a review of data described in the literature.

In OSG, the intensity of polarized light at twice the frequency of the polarized probe light is monitored as a crystal is rotated about the \( z \)-axis (axis perpendicular to the surface). The second harmonic output (i.e. the photons produced at twice the probe light frequency) is produced by nonlinear optical processes. The electric field of the light polarizes the electrons in the lattice. For centro-symmetric crystals such as silicon, the bulk polarization is very weak and only occurs in ‘electric quadrupole’ contributions [41]. However, the surface breaks this symmetry and the stronger surface dipole effect contributes to the observed signal. This is the
reason OSG has surface sensitivity for silicon. For non-centro-symmetric crystals such as GaAs, the bulk is more easily polarized and bulk signal will be strong.

Interpretation of OSG requires a brief description of the terminology and selection rules. In Fig. 15, we show how the s and p polarizations are defined in respect to the crystal surface and probe light beam. In Table 1, we show the selection rules and the expected rotational dependence for the sp and pp polarization combinations [41]. There is no rotational dependence to the surface dipole signal [41]. There is no rotational dependence of the OS signal. The key points of this table are that the surface dipole for Si(001) only occurs for the sp and pp polarization combinations [41]. There is no rotational dependence to the surface dipole signal [41]. There is no rotational dependence of the OS signal. The key points of this table are that the surface dipole for Si(001) only occurs for the sp and pp polarization combinations [41].

As mentioned above, OSG is not always sensitive to surface anisotropy. Another factor is the intensity differences expected from each polarization configuration. The data in Fig. 16 shows OS signal from the four possible polarization configurations. This data demonstrates how Table 1 can be used to judge the intensity of second harmonic signals according to the input and output polarizations for Si(100) [42,43]. The s-in/p-out and p-in/p-out polarizations result from the stronger surface dipole polarizations. Only the bulk quadrupole polarizations contribute to the s-in/s-out and p-in/s-out configurations and the signals are significantly weaker. Also note that OSG can characterize the surface of a crystalline substrate through an amorphous layer such as the nitride layer shown in Fig. 17. The high counting rates of the Ti:sapphire laser allow extraction of the signals from s-in/s-out and p-in/s-out configurations. This is also shown in Fig. 17. The first studies of the effect of surface roughness on OSG from Si(100) were done by Dadap et al. [42,43] and the results are shown in Figs. 18 and 19. This data was obtained using a Ti:sapphire laser operating at 800 nm with a repetition rate of 108 Hz. Since the p-in/p-out configuration has a contribution from the surface dipole, it was used to characterize the effect of micro-roughness on the OS signal. The intensity data was fit to \( I_{pp} = h^2 + [a_0 + a_4 \sin 4\phi]^2 \), where \( h \) accounts for a constant (dc) offset due to isotropic contributions to the second harmonic signal [42]. As shown in Table 1, \( a_0 \) is due to the isotropic surface dipole and isotropic bulk quadrupole contributions while \( a_4 \) (listed as \( b \) in Table 1) is due to bulk quadrupole contributions. A plot of \( a_0/a_4 \) versus surface microroughness is shown in Fig. 20. If the OS signal is influenced by roughness at the Si/SiO2 interface, then \( a_0/a_4 \) will not remain constant. In order to test for sensitivity, some of the sample had levels of microroughness that are considered to be large (RMS = 0.06–0.4 nm) when compared to that expected for typical gate dielectric
processes. Recently, Cundiff et al., have studied the effect of microroughness on OSG from vicinal Si(100) from 0 to 5° off axis in the (110) direction [44,106]. A series of samples with increasing oxide thickness was also studied. This work is in agreement with the conclusions of Dadap et al. [42,44,106].

Lucovsky has used OSG to determine the microscopic structure of Si(111) surfaces after hydrogen termination, oxidation, annealing and interface nitridation [45–47]. As discussed above, Si(111) surfaces have an anisotropic contribution to the surface dipole polarization for all input and output polarization configurations. This allowed use of a Nd:YLF laser at 1053 nm with a repetition rate of 10³ Hz. Lucovsky and Aspnes have a new in situ chamber equipped with Ti:sapphire-based OSG. The Si(111) surface provides an interesting example of the sensitivity of OSG to surface structure.

A Si wafer cut 4° off the (111) direction will have terrace structures. The expected rotational symmetry for a perfect Si(111) surface is listed in Table 1. The reason for the difference in expected response between sin function (see Ref. [41]) as shown in Table 1 and the cos dependence used in Ref [46] may be due to different definition of axes. Both have the 3-f rotational dependence. The surface dipole OS signal strength increases with off-axis angle for the s-in s-out configuration indicating that the electric field of the light can more easily polarize the offaxis surface [46]. The atoms at the step edges of the terraces on clean, oxide free surfaces have dangling bonds along the [49] crystallographic directions and contribute a signal that has the same symmetry as the atoms in the central part of the terraces. These same silicon atoms have bonds that can contribute to OSG when they are bonded to oxygen or nitrogen after oxidation or nitri-
dation of the oxide. Both have a \( \cos(3\phi) \) dependence to the polarization \([46,47]\). The steps are perpendicular to the (1 1 2 bar) direction and contribute a \( \cos(\phi) \) dependence to the polarization. Remember, the signal intensity is the square of the absolute value of the polarization. The relative phase between these two contributions is known to change with process conditions and second harmonic field has been represented by two different functional forms that are fit to the experimental data \([46,47]\):

\[
P(2\omega) = A_1 \cos(\phi) + A_3 \cos(3\phi)e^{i\eta} \quad \text{or} \quad P(2\omega) = A_4 \cos(\phi) + (a_5 + ib_3)\cos(3\phi).
\]

Changes in bonding energy effect the resonance energy for OSG which results in different OS intensities. Processing that results in oxidation of interfacial suboxides and reduction of oxide stress will also change the resonance energy. This changes the phase factors for the mixing of the \( \cos \) contributions. In Table 2, we show the results of fitting these functional forms to OSG data from hydrogen terminated, remote plasma grown oxides on 3 and 5° off axis Si(111) and the effect of RTA temperature on these oxides \([47]\). In Fig. 21, we show how the ratio of \( a_3/A_3 \) fitting parameters relates to the midgap interface trap density of these oxides.

In Fig. 22 we show the results of OSG on clean, well ordered Si(111)-2 \( \times \) 1 and 7 \( \times \) 7 surfaces in ultra-high vacuum \([46]\). The change in rotational symmetry of these surface is due to the reconstruction of the Si surface atoms as dimers are formed. The (111) 2 \( \times \) 1 and 7 \( \times \) 7 surface structures of silicon are well understood through countless other surface structure studies.

![Fig. 19. Direct comparison of AFM and OSG. (Figure first published in Ref. [42]. Reproduced with permission.](image)

![Fig. 20. Effect of surface microroughness on rotational symmetry parameters for \( \{p \in/p \text{ out}\}. \) (Figure first published in Ref. [42]. Reproduced with permission.) Open circles = \( a_4/a_4 \); filled circles \( h/a_4 \).](image)
3.3. Infrared spectroscopy

Infrared spectroscopy is a relevant tool to study thin oxides because it brings both chemical (stoichiometry, bonding configurations and impurity concentrations) and structural (homogeneity, stress, etc.) information. In principle, the Si–O stretching vibrations are sensitive to all the above factors. The problem, however, has been that the phonon spectrum of a thin amorphous oxide film is characterized by two broad and featureless bands, a transverse optical (TO) and a longitudinal optical (LO) band (which are polarized parallel and perpendicular to the plane of the film, respectively) from which it is hard to distinguish the various contributions and therefore to derive unambiguous information.

The observation of TO and LO optical transitions in noncrystalline media was first discussed by Berreman in 1963 [50], yet general acceptance of this interpretation was not gained for another 20 years. Indeed it was not until the work of Galeener and Lucovsky in 1976 [51,108] and de Leeuw and Thorpe in 1985 [52] that a consensus was finally reached. It is now widely accepted that TO and LO phonon modes can be observed in amorphous systems as well as it is in crystalline ionic materials. Just as in the crystalline case, coulombic interactions among the dipolar Si\(^{\delta^+}\)–O\(^{\delta^-}\) subunits leads to the splitting between the TO and LO phonons, with the LO mode frequency being related to that of TO by the generic equation [53]:

\[
\nu_{\text{LO}} = \nu_{\text{TO}} \left(1 + \frac{2\rho}{\varepsilon_{\infty}} \frac{e^*}{mM} \right),
\]

where \(\rho\) is the average density, \(e^*\) is the effective dynamic charge of the subunit, \(m\) and \(M\) are the atomic masses of O and Si in the subunit, respectively; \(\varepsilon_{\infty}\) is the average high frequency electronic dielectric function of the oxide film. As discussed below, the \(\rho/\varepsilon_{\infty}\) term, involving macroscopic quantities, describes all of the physical, i.e. ‘spatial’ and ‘optical’ information about the film; in contrast, the \(\nu_{\text{TO}}\) term, as well as the microscopic parameters \((e^*, M\) and \(m))\), contain the chemical (i.e. structural/bonding) information.

Following the pioneering work of Berreman [50], Galeener and Lucovsky [51,108], Sen and Thorpe [54] and de Leeuw and Thorpe [52], the majority of the subsequent research has focused on developing an understanding of how macroscopic and microscopic physical and chemical phenomena influence the evolution of these phonon modes. In particular, a great deal of attention has been paid to the development of

<table>
<thead>
<tr>
<th>Sample</th>
<th>(A_1)</th>
<th>(A_3)</th>
<th>(\theta^\circ)</th>
<th>(a_3)</th>
<th>(B_3)</th>
<th>(a_3/A_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3°: RPECVD</td>
<td>0.17</td>
<td>0.62</td>
<td>72</td>
<td>0.19</td>
<td>0.59</td>
<td>0.31</td>
</tr>
<tr>
<td>5°: As-grown</td>
<td>0.41</td>
<td>0.59</td>
<td>73</td>
<td>0.17</td>
<td>0.57</td>
<td>0.29</td>
</tr>
<tr>
<td>3°: 950°C RTA</td>
<td>0.46</td>
<td>0.56</td>
<td>25</td>
<td>0.50</td>
<td>0.24</td>
<td>0.90</td>
</tr>
<tr>
<td>3°: 1000°C RTA</td>
<td>0.49</td>
<td>0.57</td>
<td>17</td>
<td>0.54</td>
<td>0.17</td>
<td>0.95</td>
</tr>
<tr>
<td>3°: H-terminated</td>
<td>0.1-1</td>
<td>0.26</td>
<td>154</td>
<td>−0.23</td>
<td>0.11</td>
<td>−0.90</td>
</tr>
</tbody>
</table>

Table 2
Effect of process conditions on phase relationship between terrace surface atoms and typical surface plain atoms to rotational anisotropy. Data from Ref. [47]

Fig. 21. Relationship between OSG measurements and electrically observed interface charge trapping states. (Figure first published in Ref. [47]. Reproduced with permission.)
simple microscopic models of the constituent atomic motions at a pseudomolecular level. Models such as the Bethe Lattice, random bonding model (RBM)\(^{[55,109]}\) have been coupled with the so-called central force model (CFM)\(^{[56]}\), that utilizes the SiO bond stretching coordinate to describe the relevant interaction potential, or the related non-central force model (NCFM)\(^{[57]}\), which includes both SiO stretching and bending. In this way the bonding and resultant vibrational spectra of glasses of stoichiometry AX\(_2\), such as SiO\(_2\) have been approximated. The specific details of each model will not be discussed herein: the essence is usually to reduce the problem to one of a single tetrahedron with a varying number of attached Si and O species at the periphery and to compute the associated vibrational modes by the CFM/NCFM relations\(^{[56,57]}\):\n
\[
\nu(\text{TO})^2 = \frac{2}{m} (\alpha \sin^2 \theta / 2 + \beta \cos^2 \theta / 2),
\]

where \(\alpha\) is the central force constant, \(\beta\) is the non-central force constant and \(\theta\) is the Si–O–Si bridging bond angle (see below). The majority of such phenomenological models reproduce the essential spectral features quite well, but typically have limited applicability when a comprehensive set of experimental spectra is considered. The essential problem is that the molecular-type vibrational modes are strongly mixed in an amorphous SiO\(_2\) network and are broadened due to the relatively large variation in Si–O–Si bond angles (~140° ± 30°) that connect the tetrahedra, making the prediction of the extended mode spectrum difficult in the absence of a realistic model. Alternative approaches, based on empirically-derived potentials have also been investigated but the results of these methods vary widely and are generally found to reproduce the experimental spectrum only after significant refinements to the potentials are introduced.

In contrast to the above empirical models, Pasquarello and Car\(^{[58,110]}\) have recently calculated the infrared absorption spectrum from first principles using density functional theory on a 72 atom SiO\(_2\) slab. The model structure is based on corner-sharing tetrahedra that are quenched from the ‘melt’ using quantum molecular dynamics. A polarization theory based on quantum phase concepts was then utilized to derive the appropriate dynamical charge tensors. In this way, excellent agreement is obtained between the intensities and TO/LO peak positions (1065/1252 cm\(^{-1}\), respectively) in the theoretical and experimental infrared spectra. In order to give some insight into the nature of the normal modes that give rise to the TO and LO modes, the total density of states was projected onto the tetrahedral symmetry group, \(T_d\). The \(T_d\) group possesses an \(A_1\) (totally symmetric) nondegenerate representation, which in this case describes the in-phase motion of all oxygen atoms towards the central Si, as well as a \(T_2\) (asymmetric) threefold degenerate representation associated with the motion of two O’s towards the central Si and two away (out-of-phase), with an opposing Si motion to keep the center of mass fixed. In this local mode description, it was found that the TO mode at 1065 cm\(^{-1}\) is due to the \(T_2\) type motion, whereas the LO at 1252 cm\(^{-1}\) involves some of the \(A_1\) motion in addition to \(T_2\). Furthermore, the authors also explained the existence of additional features observed between 1150 and 1200 cm\(^{-1}\) — a low frequency shoulder on the LO mode at 1160 cm\(^{-1}\) and a high frequency shoulder on the TO mode at 1200 cm\(^{-1}\) — again in terms of a \(T_2\) motion. These latter features have previously been attributed by Kirk\(^{[59]}\) to a second LO/TO pair (at 1160/1200 cm\(^{-1}\), respectively) that results from the out-of-phase combination of Si–O–Si motions that is infrared inactive (but strongly Raman active) for an ordered system, but becomes weakly active for disordered systems. It is therefore tempting to unify the intratetrahedral mode description of Pasquarello and Car with the intertetra-

Fig. 22. Observation of surface reconstruction on clean Si(111) surfaces in ultrahigh vacuum by OSG. (Figure first published in Ref. [48,107]. Reproduced with permission.)
hedral SiOSi bridging picture of Kirk to derive the following schematic picture of the relevant motions (Fig. 23):

It should be emphasized once again that any attempt to describe the extended phonon modes in terms of such local modes is fraught with ambiguity, nonetheless the above picture is consistent with the known literature. Specifically, in both cases the individual tetrahedra are executing a T2 motion (as required by Pasquarello and Car [58,110]), with the difference between the low and high frequency motions being that the -O–Si–O- motions are in-phase and out-of-phase, respectively (as suggested by Kirk [59]).

Based on the preceding analysis, we should now be in a position to analyze how different physical and chemical phenomena influence the observed infrared spectrum of the oxide film. Unfortunately, one cannot rely on the first principles approach since the parameter space of interest is simply too large to allow accurate computation of the resultant spectra. Therefore, at present, the results of Pasquarello and Car [58,110] serve mainly to provide insight into the nature of the principal modes in the ideal 'pure' bulk case. The next-best approach is then to use the known optical constants for SiO2 and SiO to model the infrared spectrum and then use Eqs. (2) and (3) to interpret deviations from these idealized results, as described in the following. Our discussion will focus on ultrathin oxide films (~30 Å or less) which are the principal interest of this review. However, the arguments presented above will generally also apply to all dielectric films of thicknesses (d) much less than the probing wavelength (λ ≈ 8 μm).

We will start by considering the TO phonon mode(s). From Eq. (3) it is apparent that the frequency of the TO phonon depends on a number of factors such as the stoichiometry, the local stress and even the homogeneity of the oxide, as manifested in the value of the force constants α and β (see Eq. (2)) and the local Si–O–Si bond angle, θ. It is clear that if the constituent tetrahedra are oxygen deficient (i.e. the stoichiometry is SiO_x, where x < 2), a dramatic change in frequency will be observed due to the inclusion of non-SiO bonds. Such a loss of stoichiometry is expected at the Si/SiO2 interface, but can also exist in the oxide itself as result of defects and/or H incorporation. Similarly, local stresses in the film or at the Si/SiO2 interface will influence θ and therefore the TO mode frequency.

What is less obvious, however, is that the TO frequency depends on the optical environment too. This dependence arises because the parallel component of absorption (i.e. TO function) is dependent on the imaginary part of the average film dielectric function, Im(ε). Consequently, spatial inhomogeneity of the oxide-involving media with different dielectric functions (i.e. density variations in SiO2) will affect ε, which in turn will modify the observed TO absorption. It is important to recognize that, in fact, Im(ε) contains all the chemical and physical (optical) information about the film, so that if one could determine the complex dielectric function of a given layer, all the information regarding bond angles, stoichiometry and homogeneity/density variations would be contained therein. However, this is typically not possible as there are simply too many unknowns and too few experimental observables to allow separation into the individual contributions. Therefore, the favored approach is to describe ε as accurately as possible based on the known values for films with equilibrium bond angles and well-defined stoichiometries, so that the resultant ‘ideal’ spectrum can be calculated. It is then possible to use effective medium theory (EMT) [60,111] to convolute the known optical constants of one medium, e.g. SiO2, with those of another component, e.g. Si, SiO or vacuum, to accurately deduce the spectrum of a film of mixed composition, as described below. In this way, the effect of inhomogeneities (such as those that result from interfacial roughness) can be assessed. It is important to realize that the resultant spectra contain
information regarding optical effects but no new chemical information (i.e. bond angles etc.), other than that supplied for the known (model) phases SiO₂/SiO.

The relevant chemical information must be gleaned from the differences between the calculated and experimentally observed spectra, which can be interpreted in terms of Eqs. (2) and (3).

The LO mode frequency is also affected by all the above effects, as specified in Eq. (2). In addition, however, the values (or variations) of θ, ε∞ and e∗ will contribute to further perturbations of the LO frequency above and beyond those due to intrinsic TO mode effects. Specifically, the density ρ, which might already have manifested itself in the TO mode behavior by producing changes in θ, will modify the LO frequency to a greater extent (physically, this is due to changes in the lattice sum that describes the spatial distribution of the constituent Si³⁺O²⁻ charges). The second influence on the LO mode frequency is the (ε∗/ε∞) term which describes the magnitude of the screened charges and, combined with the lattice sum, defines the coulombic coupling intrinsic to the LO mode. Interestingly, both e∗ and ε∞ also influence the TO mode in the following way: e∗ is known to be a sensitive function of Si–O–Si bond angle θ [56], whereas ε∞ is the electronic part of the layer dielectric function ε, which defined the TO mode (as Im(ε)). At this point, it may seem that this interdependence of the TO and LO mode frequencies on these quantities precludes any simple analysis; however, the key point is that Eq. (1) requires that a different perturbation is produced for the TO and LO modes. Consequently, although a quantitative analysis is usually difficult, definitive qualitative statements can be made, based on the different shifts observed for the TO and LO modes. It is therefore essential to simultaneously study both modes by using appropriate experimental configurations. For further reading see Weldon et al. [61]

We will now consider a single experimental data set as an exemplary case for the changes observed in the TO and LO modes for ultrathin oxides, compared to the bulk SiO₂ case [61]. The data presented in Fig. 24 are for a thermal oxide film (grown at 800°C in O₂) as a function of thickness. The thickness variations were obtained by thinning several pieces of an oxidized wafer (initial oxide thickness = 31 Å) in very dilute HF (0.05% by volume), each piece for a different time [59].

It is clear from Fig. 24 that both modes shift continuously to lower frequency as the thickness decreases but, importantly, the LO mode exhibits a much more pronounced shift to lower frequencies (−44 cm⁻¹) than the TO mode (−14 cm⁻¹). These observations alone preclude or limit the role of a variety of the potential influences discussed above. On first inspection, these trends would seem to be consistent with the presence of stress-induced changes in the Si–O–Si bond angle, θ, since it is generally accepted that the SiO₂ at the Si interface is under compressive stress which, by Eq. (3), would produce a decrease in υ(TO) and a larger decrease in υ(LO). However, from the known angular (θ) dependence of e∗ [58,110] it is straightforward to show that the TO–LO splitting cannot change by more than ~15 cm⁻¹ by this mechanism, even for changes in θ as large as 20°. Indeed, if one uses the final TO frequency (1051 cm⁻¹) to estimate Δθ we find that only a 1 cm⁻¹ difference in the TO and LO mode frequency shifts would be expected. Therefore, only a relatively small fraction of the observed shifts can be attributed to such stress-induced changes.

Next, one can estimate the effect of spatial inhomogeneities on the spectra using a Bruggeman effective medium treatment [60,62,111]. The effect of mixing 50% SiO₂ with 50% vacuum or silicon is shown in Fig. 25. The changes observed for the two are quite different: for Si the TO mode shifts to higher frequency by 20 cm⁻¹, whereas the LO mode shifts to lower frequency by ~20 cm⁻¹ but is massively attenuated relative to the pure SiO₂ case. For the vacuum-SiO₂ mixed layer, the TO remains largely unchanged but the LO shifts down by ~20 cm⁻¹ (without excessive attenuation). Clearly, neither mixture can explain the experimentally-observed trends. In contrast, a similar mixture of SiO₂ and SiO is found to qualitatively reproduce the observed changes, υ(TO) shifts by ~15 cm⁻¹, whereas the LO is now comprised to two closely spaced peaks with a mean frequency of 1210 cm⁻¹, corresponding to a shift of ~42 cm⁻¹. This agreement...
is remarkable, given that it is highly unlikely that Si–O type species are the only substoichiometric species present. Inclusion of species such as SiO$_{1.5}$ (which would correspond to the +3 Si oxidation state observed using XPS) would likely produce an additional LO peak at intermediate frequency, so that the net effect a single broad feature at ~1210 cm$^{-1}$, as required.

Considering all of the above, the most likely interpretation is that the principal spectral changes observed for ultrathin 5–10 Å oxide films, relative to the bulk case, are due to the presence of substoichiometric species at the Si/SiO$_2$ interface. This finding is in agreement with the recent work of Devine [63] for such thin thermal oxide films, based on studies of both the TO and LO mode shifts observed. The interfacial stress that is almost certainly present in these films is found to have only a relatively minor role. In contrast, previous workers have invoked interfacial stress as the principal origin of such changes, but such analyses are typically based on observation of either the LO [18,62,64] or TO mode [8], but not both simultaneously. It should be apparent from the preceding analysis that such incomplete data sets prevent definitive spectral interpretation.

A group at Hiroshima University has also reported [7] combined TO/LO measurements for chemically thinned thermal oxides (analogous to the experiment discussed above). Importantly, although the LO data were substantially similar to that in Fig. 24, the TO mode was observed to shift up in frequency with decreasing oxide thickness, causing the authors to interpret their results in terms of a combination of interfacial stress and microroughness. The differences in the two data sets point to differences in sample preparation, either in the oxide film growth itself (which would be of considerable interest) or in the effect of the subsequent chemical thinning (e.g. uniformity and cleanliness of etching). At this point, it appears that sample etching protocol may contribute to the discrepancies because the frequency dependence of the TO observed in Fig. 23 is altered if a single oxidized sample is etched repeatedly; that is, if the same sample is etched rather than using many different pieces of the oxidized wafer, with a different etch time applied to each (thus avoiding the possibility of recontamination of the sample affecting the subsequent etching). Clearly, more work is required to address this issue.

In conclusion, state-of-the-art in infrared spectroscopy, as applied to the study of ultrathin oxides, does provide essential qualitative information by careful analysis of the TO and LO mode behavior. Such analysis seems to confirm the findings of other experimental techniques that the ~5 Å of oxide at the Si/SiO$_2$ interface is comprised of substoichiometric oxide states and is consistent with some stress in the oxide near the interface. This result is complementary to the ellipsometric data which suggests that a rough and very thin layer (<2 Å rms) is comprised of Si and SiO$_x$ [14–16]. As described above, the existence of such a layer would hardly contribute to the infrared spectrum because of the relatively minor amount of SiO$_x$ and the correspondingly suppressed LO mode (due to the excess of Si) in that layer. Instead, the infrared spectrum is dominated by the oxide inhomogeneity (stoichiometric roughness) that extends several angstroms above the interface. Specifically, the Bruggemann model discussed above for a mixture of SiO$_2$ and SiO gives a significant shift in the infrared LO and TO modes, while hardly contributing to a measurable index change (probed by the ellipsometric

Fig. 25. Effect of interfacial roughness on TO and LO mode frequencies as modeled by Bruggeman effective medium treatment.
Fig. 26. Diagram of X-ray reflectivity apparatus. Figure provided by Richard Deslattes.
measurements). Conversely, a thin and rough layer of Si and SiO\(_x\) produces a large change in the dielectric function (i.e. in the ellipsometric response), while hardly contributing to the IR spectrum.

In addition to the complementary nature of infrared spectroscopy, it can also be applied in situ in a process environment and only requires \(\sim 1\)–2 min of data acquisition for acceptable signal-to-noise, using the latest generation of FT spectrometers. As such, armed with preceding analysis methodology, infrared spectroscopy could be used for optimization and/or quality control of oxidation processes. However, the ultimate goal must be to extend this work to attempt to uncover the specific bonding configurations present and to quantify their relative amounts. To achieve this goal, a combination of theoretical and experimental work is clearly required in order to characterize the different nonstoichiometric phonon states. Notably, recent combined infrared and theoretical analyses of step-by-step thermal oxidation reactions occurring under ultrahigh vacuum conditions \([49,65]\) make it possible to assign specific parts of the IR spectrum to well-defined oxide structures, opening up the way for a better chemical characterization of the interfacial region. Such ‘bottom-up’ studies need to be coupled with further ‘top-down’ studies of actual, thin (5–10 Å) thermal oxide films produced in real process environments, before a definitive picture can emerge.

### 4. XRR and NR characterization of thin oxide films

In this section, we discuss measurements that provide an averaged view of a large area of the sample: XRR and neutron reflectivity. While ellipsometric measurements also average over the analyzed area, it is an accepted in-line metrology and we chose to describe it’s status in the next section.

#### 4.1. X-ray reflectivity

In XRR, the change in reflectivity of a well columnated, monochromatic X-ray beam is monitored as a function of angle of incidence \([11,13,66–69]\). The incident and exit angle are kept identical (specular scattering). When the angle of incidence is relatively shallow, X-ray penetration is minimized and thin films are more easily analyzed. In Fig. 26, we show a diagram of a typical XRR. apparatus \([66]\).

One intermethod comparison criteria is the wavelength of the probe beam, but as we shall see, the wavelength differences between methods must be associated with the physical interaction between probe and sample and the model used to interpret the data. CuK\(\alpha\) X-rays (\(\lambda = 1.54\) Å) and 13 Å X-rays from a synchrotron source were used in the XRR studies of Refs. \([10–11]\), respectively. The wavelength of light used in a single wavelength ellipsometer is 6328 Å. The wavelength of neutrons in NR is 4.75 Å \([67,68]\). Each of these methods interacts with the interface in a different manner and the fact that the X-rays have shortest wavelength does not necessarily make them the best probe for the thin interface layer. The phase information measured by ellipsometry provides a sensitive probe very thin layers. In addition, optical models usually consider the interfacial layer as a slab while one of the XRR and NR studies models the interface as an error function transition between two materials \([67,68]\). In this NR and XRR study, film thickness values represent the center to center distances of the two interfaces and the interfacial layer is actual a transition region between layers \([67,68]\). In two other XRR studies, the interfacial layer seems to have been modeled as a distinct layer with a higher density than the oxide or substrate. We save a more detailed method comparison for later.

X-ray reflectivity data are considered to be a Fourier transform of the spatial derivative of the sample density perpendicular to the surface, \(z\). This density is averaged over the directions parallel to the surface \((x,y)\) \([11]\) and the data is displayed as a plot of \(R(q)/R_{Si}(q)\) versus wave vector \(q\) \([11]\):

\[
R(q)/R_{Si}(q) = |\left(1/\rho_{Si}\right)[d\rho(z)/dz]e^{iqz}dz|.
\]

XRR characterization of thin films on substrate layers is therefore sensitive to small density differences between layers: \((\rho_{Si}/\rho_{Si})\sim 1\) \([11]\). There have been three noteworthy XRR studies of the interfacial layer in thin thermal oxide layers grown on Si(100). \([11–12]\) The results of these studies can be summarized briefly as follows. The XRR data was compared to three different models of the silicon-silicon dioxide system as follows: a single layer of SiO\(_2\) at greater density than Si; a single layer of SiO\(_2\) with less density than Si and an interfacial layer of greater density than Si between the substrate Si and SiO\(_2\) with slightly less density than Si \([11]\). Silicon dioxide is expected to have slightly less density than Si. The model that uses an interfacial layer provides the best fit to the \(R(q)/R_{Si}(q)\) data as shown in Fig. 27. Both studies observe an interfacial layer between Si and SiO\(_2\) that has a greater density than either the Si or the bulk oxide above the interface. We summarize the density and thickness data in Table 3.

It is interesting to note that modeling the XRR data in both Refs. \([11,12]\) requires use of an interfacial layer that is between 1 and 1.4 nm thick. This phenomenon is shown in Fig. 28. Awaji et al., studied the effect of annealing on the thickness of the interfacial layer of 4 and 7 nm thermal oxides. The thickness of the interfacial layer decreased while the density of the inter-
facial layer remained relatively constant. The data from Refs. [67–69] seem to be different from the other studies. When compared to the other XRR studies, the density of the oxide layer is lower and the interfacial layer thickness is less. However, the interfacial layer is considered to be the transition between layers of different density in Refs. [67–69] instead of as a separate layer as was used in Refs. [11,12]. Also, the ~0.2 nm interfacial layer thickness is comparable to that observed by other methods. It would be interesting to calculate the interfacial thickness for all the oxides using the both error function transition and a separate higher density layer between bulk oxide and bulk silicon. It is important to note that use of a surface contamination layer in the optical or X-ray model makes determination of a stack of three films difficult.

NR is considered by the authors of Refs. [67,68] to be a better method of characterizing Si/SiO₂ than XRR due to the higher ‘scattering density’ contrast. X-ray and electron ‘scattering length density’ increases monotonically with atomic number, while neutron scattering length can be large for light elements [67–70]. Scattering length density can be interpreted as the scattering cross-section multiplied by the density (electron density for X-rays and atomic density for neutrons). The model used to interpret the NRR data incorporates a surface contamination layer and error function transitions between layers. In this way, the interfacial properties that the NIST group determines by NRR and XRR can be compared. The results of this study show comparable interfacial thickness for NRR and XRR.

5. Ellipsometric and electrical measurement

In this section, we discuss film thickness measurements traditionally used for fab metrology of gate dielectrics. Ellipsometry and capacitance–voltage (C–V) measurements are described and the models used to interpret data are discussed and contrasted. Direct comparison of optical and C–V data requires improved models and the same physical phenomena must be accounted for by each method. For example, optical measurements based on models using an interfacial layer are not equivalent to the slab layer model.

Table 3

<table>
<thead>
<tr>
<th>Surface contaminant (0.54 nm after clean)</th>
<th>SiO₂ optical thickness (nm) (density (gm/cm³))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10.15/2.24</td>
</tr>
<tr>
<td></td>
<td>5.97/2.28</td>
</tr>
<tr>
<td></td>
<td>2.83/2.36</td>
</tr>
<tr>
<td></td>
<td>2.53/2.3</td>
</tr>
<tr>
<td>‘Bulk’ SiO₂</td>
<td>1.47/2.37</td>
</tr>
<tr>
<td>Interfacial SiO₂</td>
<td>1.21/2.41</td>
</tr>
<tr>
<td>Si substrate</td>
<td>0.96/2.36</td>
</tr>
<tr>
<td></td>
<td>0.96/2.36</td>
</tr>
</tbody>
</table>

Fig. 27. Model used to interpret X-ray reflectivity data of thin oxide layers in Refs. [11,12]. A different model was used by the NIST group [68,69]. (Figure first published in Ref. [11]. Reproduced with permission.)

Fig. 28. Comparison of X-ray reflectivity data on thin oxide films to single layer and layer/interfacial models. Typical X-ray reflectivity data from an unannealed 7.5 nm oxide film. Also shown are the results for model based interpretation of the X-ray data. The fits with fits corresponding to the real space models of Fig. 27. The single oxide layer models (broken lines) produce poor fits, whereas the two-layer model (solid line) fits the data well. (Figure first published in Ref. [11]. Reproduced with permission.)
of the oxide used in $C–V$ interpretations. The material for this section was extracted from Ref. [71]. Tompkins has written an excellent reference on practical single wavelength ellipsometry [72] and a spectroscopic ellipsometry version of this reference has gone to press. Aspnes has written numerous papers covering everything from theory to equipment [73–75].

5.1. Multiwavelength and spectroscopic ellipsometers

In-line optical film thickness metrology is done using either single wavelength or spectroscopic (many wavelength) ellipsometers. The commercial single wavelength tools now use 4-single wavelengths chosen for optimal measurement of dielectric films typically used in IC manufacture based on silicon dioxide gate and aluminum metal–silicon dioxide interlevel dielectric processing. These systems use optics that simultaneously measure over a range of angles and focus to small spot sizes [76]. Multiple wavelength and spectroscopic measurements allow determination of thickness for unknown, multilayer samples, improve sensitivity to film thickness changes and improve data averaging [77]. The multiwavelength data from spectroscopic ellipsometers makes them very flexible in that they can be used to measure most new materials systems such as advanced high $k$ gate and low $k$ interconnect dielectrics. Measurement precision can be improved by averaging multiple wavelength or spectroscopic measurements. Despite this, 4-wavelength systems seem to have better precision when only 632.8 nm is used for gate dielectric thickness measurements. In single wavelength systems, one can calculate the thickness from $\Delta$ and $\Psi$ and the problem of repeating values of $\Delta$ and $\Psi$ after ~283.2 nm thickness due to the thin nature of gate dielectric films. Film thickness is determined in spectroscopic ellipsometers by fitting $\Delta$ and $\Psi$ data taken at many wavelengths to a values calcu-
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**Fig. 29.** (a–c) Change in ellipsometric parameters $\Delta$ (a) and $\Psi$ (b) for 4 versus 3 nm oxide film calculated from a single layer. The effect of the angle of incidence (c). (Figure first published in Ref. [71]. Reproduced with permission.)
lated from an optical model of the sample. In Fig. 29a–c, we show plots of the change in $\Delta$ and $\Psi$ versus wavelength from $\lambda = 234$ to about 1100 nm for a 4 versus a 3 nm SiO$_2$ film on Si. Fig. 29c shows that the sensitivity of ellipsometry to thickness change is a function of both angle and wavelength by plotting the change in $\Delta$ for the 4 versus 3 nm SiO$_2$ for 60–80° incident angle.

There are several different designs used for in-line ellipsometry. Block diagrams of multiwavelength and spectroscopic ellipsometers are shown in Fig. 30a–c. The rotating polarizer type ellipsometer depicted in Fig. 30a is typical of the design used in many commercial systems. There are a variety of system designs some of which incorporate a focus system that averages over a spread of angles as shown in Fig. 30(b) and (c). Precision requirements for ultrathin gate dielectric measurement may drive the use of nonfocused systems. Detailed technical descriptions of commercial ellipsometers are available from the technical literature [75–77].

5.2. Optical models of thin gate films

Ellipsometry measures the change in the state of polarization of light after reflecting from a sample surface. The polarization state is characterized by the ellipsometric parameters, $\Delta$ (del) and $\Psi$ (psi), which describe the phase and amplitude change in the reflection coefficients of the polarized light. To measure the thickness of a film on a substrate requires the specification of an optical model of the system under investigation. The thickness is determined by iterative matching of $\Delta$ and $\Psi$ calculated from the optical model, with the actual experimental data. The quality of the optical model and the uncertainty in the derived thickness is evaluated from the goodness-of-fit between the calculated and experimental data. The thickness, as
determined by such regression techniques, is only as
good as the optical model chosen by the user.

Another important consideration for visible wave-
length ellipsometry measurements done on very thin
layers (<2 nm) is that the wavelength of light is much
longer than path length change resulting from such a
layer. Ellipsometry measures film properties over areas
that are large enough to contain many local flatness
deviations. The flatness deviations can be either terrace
structures which are atomic in size or other deviations
due to wafer fabrication processes [78]. An interfacial
layer can be modeled as a slab that contains the silicon
dioxide above and the silicon below the interface.
Thus, microroughness is modeled as single layer of
average dielectric constant formed from a mix of dielec-
tric (optical) constants from the layer above and
below the interface. In some instances, it is possible
that the data for a two film stack fits an optical model
that is insensitive to the ordering of the films. The per-
tinent example is a thin nitride/oxide film stack. In
other words, characterization or process information is
required to determine the true nature of the film (i.e.
film a is on top).

The optical model consists of values for the refrac-
tive index (which is, in general, a complex number) of
the film, the substrate and any possible interface layers,
at each wavelength used in the measurements. For the
SiO_2 on silicon system, the starting point for any mod-
eling is the index of refraction for SiO_2 and for the
crystalline silicon substrate. Bulk SiO_2 optical con-
stants are usually based on Malitson’s work on fused
silica [79]. Bulk silicon optical constants are taken
from various sources [80,81]. For many years it has
been recognized that the optical constants of thermally
grown SiO_2 on silicon are actually slightly higher than
Malitson’s fused silica values, apparently as a result of
differences in density [79]. As a practical matter, these
density differences have been incorporated into optical
models in several ways. One method is to introduce a
two-phase model consisting of Malitson’s SiO_2 and
voids. Typically, the best fit between experimental and
calculated data is obtained with a small, negative void

![Fig. 29 (continued)](image_url)
Fig. 30. (a–c) Block diagrams of three different commercial, in-line ellipsometers used for measurement of gate oxide thickness. (Figure first published in Ref. [71]. Reproduced with permission.) Fig. (a) provided by Rudolf Technologies, Inc; Fig. (b) provided by KLA-Tencor, Inc. and Fig. (c) provided by Thermawave, Inc.
fraction [74,82]. Similar effects can be achieved by varying the offset parameter in Seilmeyer representations [83] of the index of refraction for SiO$_2$ or by varying the oscillator number densities in harmonic oscillator models. Mixtures of amorphous silicon and SiO$_2$ have also been used [84]. Nayar et al. [85] have measured the optical constants of thermal oxide layers and the degree of the variability of the optical constants with process conditions remains an unresolved issue. The use of void fractions to model the optical constants of thermal oxides is a mathematical convenience and not an indication of the presence of voids in the oxide.

In addition to the apparent requirement that the index of refraction be slightly larger for thermal oxides, there exists abundant evidence that including an interface layer of intermediate refractive index between the silicon substrate and the oxide layer produces an improved goodness-of-fit. However, the precision with which the parameters in these interfacial models can be specified is rather poor. For example, Taft and Cordes [86] inferred the presence of a ~0.6-nm-thick interface layer of intermediate index of refraction from single-wavelength ellipsometry measurements of progressively etched back thermal oxides. However, they noted that their results were also consistent with interfacial layers of slightly different thickness and optical constants. Aspnes and Theeten [74,82] incorporated physical and chemical mixtures of silicon and silicon dioxide to model this interface layer for thermal oxides characterized with spectroscopic ellipsometry. They concluded that the inclusion of almost any such mixture in the model improves the goodness-of-fit and that chemical mixtures produced somewhat better fits than physical mixtures. They reported a best fit model consisting of ~0.7 nm of chemically mixed silicon (0.8 atomic fraction) and silicon dioxide (0.2 atomic fraction) with error bars of 0.2 nm on the thickness and 0.1 on the atomic fractions. Nguyen et al. [13] used a combination of single wavelength and spectroscopic ellipsometry to deduce the presence of a thin strained silicon layer beneath the oxide. Roughness at the interface between the silicon and the oxide film was modeled as a physical mixture of 88% silicon and 12% silicon dioxide. Helms’ group found that between 70 and 90% Si [15] properly model the interfacial layer between thermal oxide and bulk silicon. The thickness of this effective layer was found to be 1.7 times the rms roughness of the surface as measured by a 1 x 1 µm using atomic force microscopy [15]. (N.B.: the rms roughness determined by AFM is determined over the range of surface wavelengths measured by AFM, down to a few nm [78]. Advances in probe tip technology will allow sampling of even shorter surface wavelengths.) Herzinger et al. [83] recently re-examined the interface issue in detail with variable angle spectroscopic ellipsometry measurements. They conclude that an interface layer in the sub-nanometer range with intermediate optical constants provides the best fit. However, they emphasize that correlation effects among the fit variables preclude an exact description of the nature of the interface layer.

It is important to recognize that almost all of the ellipsometric data included in these studies comes from fairly thick thermal oxides (typically greater than 10 nm) and that the data analysis includes measurements from multiple samples with varying thickness. For ultrathin oxides, in the thickness range 2-3 nm, the interfacial layer might constitute nearly a third of the entire film. However, parameter correlation effects, such as those noted by Herzinger et al. [83], become even stronger with such thin films. Moreover, multiple sample sets are incompatible with in-line metrology needs. Thus, it is unlikely that ellipsometry alone can provide an unambiguous analysis of the nature of the interfacial layer in the ultrathin thin film regime. As a result, it is almost certainly necessary to use the results of the various physical and chemical analysis techniques reviewed earlier to help specify a model for the interface in which there are no undetermined parameters.

5.3. Thickness resolution for ultrathin SiO$_2$ and alternate dielectrics

First, it is instructive to evaluate the sensitivity of ellipsometry to changes in thickness of silicon dioxide. For a single wavelength ellipsometer using a laser operating at 632.8 nm, a change in thermal SiO$_2$ thickness of 0.1 nm results in a change in $\Delta \approx 0.25$° between 0 to 10 nm film thickness. Since the change in $\Psi$ at a single wavelength is not a straight line function between 0 and 4 nm thickness, changes in $\Delta$ provide a better understanding of sensitivity to thickness changes [72]. A commercial ellipsometer is capable of measuring changes in $\Delta$ and $\Psi$ of <0.01°. Several groups have discussed the sources of measurement error which effect accuracy and precision [13,14,87]. An error of 0.05° in incident angle near 70° results in a small error in $\Delta$ of <0.02° and in $\Psi$ of ~0.1° when $\lambda = 632.8$ nm [14]. Multiple wavelengths provides a method of averaging data that helps overcome errors.

Tompkins has used the Drude approximation to predict the linear change in $\Delta$ versus thickness for thin (<10 nm), nonadsorbing (imaginary part of refractive index is small or zero) films of different refractive indices. The change in $\Delta$ at $\Psi = 632.8$ and 70° incident angle increases as refractive index increases [72]. The real part of the refractive index of silicon nitride and titanium dioxide is larger than that of SiO$_2$. Therefore, the resolution of ellipsometry to changes in the thickness of a single layer film of these materials on a sili-
con substrate would be better than for SiO₂. The refractive index of nonisotropic materials such as single crystal TiO₂ must be accounted for and an averaging procedure would provide the needed information for a film having randomly oriented grains. Since grain texture is process dependent, the optical constants of films made using new processes must be checked before using ellipsometry for process control.

Silicon nitrides and oxynitrides will probably be in manufacturing in the near future. The effect of small amounts of nitrogen less than 10% on refractive index is considered to be too small to be detected by most ellipsometry systems. However, some of the potential gate dielectrics are stacks of silicon nitride/silicon dioxide/silicon nitride. The nitride thickness in these stacks may be measurable by spectroscopic ellipsometry. Aspnes has described the modeling of silicon nitride’s dielectric function [88].

5.4. Poly-Si thickness measurement

There is some interest in measuring the thickness of oxide layers under poly-silicon. Measurement of poly-thickness is difficult due to film variability [72]. The biggest issue is that the refractive index changes with microcrystallinity [72]. Although optical wavelength ellipsometry is hampered by the fact that silicon is adsorbtant in this range, silicon is transparent in the infrared region. Recently, in-line ellipsometer systems have been equipped with infrared wavelength capability. It is also known that the microcrystallinity of poly-silicon or a-Si can change across a wafer. Poly-silicon and a-Si thickness measurement is routinely done with commercial systems after careful consideration of the above issues.

5.5. Electrical measurement of gate oxide thickness by C–V and I–V

This section briefly discusses the measurement of the effective dielectric thickness using capacitors or transistors. Comparison of optical and electrical measurements requires an understanding of the models used to interpret data and the sensitivity of each method to interfacial layers. Several references, which provide details of capacitance measurements, are recommended as supplementary reading [89–97]. In addition to these reviews, theoretical corrections have been used to extend capacitance measurements to 2 nm SiO₂ [95–98]. Again, the following discussion was first used in Ref. [71].

Capacitance–voltage measurement is used for much more than film thickness determination. C–V is sensitive to the effective dielectric thickness which is the thickness of the region that acts as a dielectric in the capacitor or transistor. The doped silicon and the oxide both collect charge [71,95]. Thus, the electrically measured thickness can be different from that measured optically when there is depletion of carriers in the poly-silicon above and/or in the silicon below the gate dielectric [71,95]. In Fig. 31a, a plot of capacitance versus voltage (called a C–V curve or plot) for an ideal capacitor illustrates the response of a SiO₂ film. Experience indicates that the ideal behavior is observed for thermal oxide films greater than 4 nm on a uniformly doped p-type substrate [89–97]. The assumption is that the poly-silicon gate and the uniformly doped p-type silicon both act as metal plates in a perfect capacitor when the applied voltage on the gate is negative. Band bending causes positive charge accumulation at the surface of the p-type silicon just as one expects positive charge buildup on a metal plate capacitor as illustrated in Fig. 31(b). The capacitance of PMOS structure drops as the voltage moves from negative toward zero. In a defect free structure the valence and conduction bands in the substrate are flat at an applied voltage equal to the flat band voltage. The flat band voltage for two ‘metal’ plates having the same work function is zero as discussed in the example shown in Ref. [92]. The equilibration of the Fermi levels (between the doped poly-silicon gate and uniformly doped substrate results in band bending at zero gate voltage and ideal flat band voltage

$$V_{fb}=(\phi_m-X_f-E_F)/q. \phi_m \text{ is the work function of the metal, } X_f \text{ is the electron affinity of the doped silicon substrate, } E_F \text{ is the conduction band edge of the doped silicon substrate, } E_F \text{ is the Fermi level level and } q \text{ is the electric charge.}$$

A band diagram of the poly-silicon/SiO₂/p type Si system based on Ref. [94] is shown in Fig. 31(c) [92,94]. The C–V data is obtained by sweeping the voltage at either low or high frequency. This frequency has a large effect on the capacitance observed at positive voltage as shown in Fig. 31(a). Series and parallel capacitors have been used to describe the capacitance of the entire system as shown in Fig. 31(d) [93]. The capacitance of the oxide is in series with charge in the semiconductor and in the poly-silicon gate. The charge in the semiconductor is in parallel with the interface charge and Schroder divides the charge in the semiconductor into the hole accumulation charge ‘C_p’, the space-charge region bulk charge and the electron inversion charge which is not shown in Fig. 31(d) [93]. When the accumulated charge in the p-type silicon is very large and the ‘C_p’ is considered to be shorted and thus it acts as a perfect metal plate in an ideal MOS capacitor. For thicker oxides > 4 nm, the gate electrode is considered to be a perfect metal capacitor plate. Using these assumptions, the effective thickness can be calculated using the following relationship, 

$$C_{ox}=\varepsilon_{ox}A/d_{ox} \quad [89–93]. \quad C_{ox} \text{ is the maximum capacitance at negative applied gate voltage for PMOS, } d \text{ is the effective dielectric thickness, } A \text{ is the}$$
The oxide constant (real part of dielectric constant) is the area of the capacitor and \( \varepsilon_{\text{ox}} \) is dielectric constant (real part of dielectric constant). Defects in the oxide layer result in the trapping of charge in the oxide layer [89–93]. This shifts the flat band voltage from its ideal value and allows the quality of the gate dielectric to be monitored by the value of the flat band voltage.

Several studies have shown an excellent correlation between \( C_{\text{ox}} \) and ellipsometric oxide thickness. By this we mean that a plot of the uncorrected electrical thickness versus physical thickness is linear. The electrical and physical measurements will both have contributions from the interface between the gate oxide and silicon substrate. The dielectric constant of the interfacial region is different from bulk SiO\(_2\). This is not corrected for in the electrical determination of thickness. For the very thin oxides <4 nm, \( C-V \) behavior is not ideal, i.e. the capacitance is not constant in the accumulation or depletion regions of the \( C-V \) curve. The present status of correlation between electrical and physical measurements are discussed below.

Some workers have indicated that production FABs monitor oxide thickness on both uniformly doped substrates and on p-MOS and n-MOS test structures. This would be justified in one assumes that growth rate of SiO\(_2\) is dependent on doping type (p versus n) and concentration especially for lightly doped regions. Therefore, the gate oxide (here we refer to >3 nm SiO\(_2\)) must be measured on test structures that have...
implants representative of the channel region of a transistor. This means that when tight control of oxide thickness is required, the oxide thickness in both the channel in the PMOS and in the NMOS regions must be measured. The assumptions made in the evaluation of the perfect MOS capacitor, such as uniform doping, are no longer valid. The interface between the silicon and the 'bulk like' dielectric contributes to the measured capacitance. When this non-bulk oxide capacitance is constant or linearly varies with oxide thickness, correlation with optical (ellipsometric) measurement is possible. It is important to note that many manufacturing facilities only monitor a single type of test structure and do not subscribe to the need to monitor both p-MOS and n-MOS.

Depletion of charge in the poly-silicon gate and quantum states in the bent bands at the interface of the crystalline silicon with the gate dielectric layer alter the $C-V$ behavior described above [71,95-98]. In Fig. 32(a), we show the $C-V$ data for thermally grown SiO$_2$
ranging in thickness from 2.5 to 1.5 nm [99]. The 2.5 nm oxide has classical \( C-V \) behavior while 1.5 and 2 nm oxides show the effect of quantum behavior and poly-depletion. In Fig. 32(b), we show data demonstrating the correlation between \( C-V \) and optical oxide thickness measurements for thickness >3 nm. Several procedures for removing both quantum and depletion effects from \( C-V \) data have been described [95–98]. The resulting oxide thickness can be directly compared to ellipsometric measurements for the single (slab) layer model of the oxide with no interfacial layer. When the oxide is very thin, the voltage applied to the poly-silicon gate drops inside the poly-silicon gate electrode. This effect is a function of oxide thickness and poly-silicon doping. Modeling of the poly-depletion effect has shown that for a 3.5 nm oxide the ratio of measured gate capacitance to true oxide capacitance is about 0.84 for a poly-gate doping level of \( 2 \times 10^{20} \) and \( \sim 0.75 \) for \( 5 \times 10^{19} \) [95]. For a 1.5 nm gate oxide the capacitance ratios are 0.7 and \( \sim 0.55 \) for these gate doping levels [95]. Band bending at the silicon substrate–gate oxide interface allows the formation of quantum levels. When a negative voltage is applied and electrons are drawn toward the silicon substrate–gate dielectric interface, the accumulated electrons fill these quantum levels. The filled quantum levels increase the amount of band bending and cause the center of the accumulated charge to shift away from the interface. These effects change capacitance significantly and must be accounted for during electrical measurement of oxide thickness. In Fig. 33, the origin of the quantum effect is shown along with a theoretical \( C-V \) plot that is corrected for poly-depletion and quantum effects for a uniformly doped substrate. Fig. 34 shows both corrected and uncorrected theoretical \( C-V \) plots for a sub 3 nm \( \text{SiO}_2 \) gate oxide.

Measurement of very thin \( \text{SiO}_2 \) with most test equipment requires the use of high frequency \((\sim 1 \text{ MHz})\) and transistor structures that have a large width to gate length ratio [95,98]. Direct tunneling through thin oxides distorts the \( C-V \) measurement which can be avoided by use of high frequency (nonstatic) \( C-V \). Static \( C-V \) measurement can be extended to \( <\sim 2.5 \) nm \( \text{SiO}_2 \) by use of special leakage compensation circuitry and numerical correction [98]. \( C-V \) metrology should be used for gate thickness on uniformly doped substrates. Simulation of \( C-V \) data for channel doped structures is not available at this time.

Recently, a new method of obtaining non-contact, \( C-V \) like data called the ‘Quantox\textsuperscript{®}’ has been introduced. This tool can provide oxide thickness, flat band voltage and carrier lifetime data [100]. A corona charge, \( Q \), makes the top “gate” for the capacitance measurements and provides the bias sweep. The Kelvin probe measures the surface voltage at each \( Q \) bias point and the surface photovoltage is the transient sur-
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**Fig. 33.** Origin of the quantum mechanical and poly-depletion effects in \( C-V \) measurements. This figure shows the changes in the potential diagram of Fig. 31(b) and (d) due to depletion of charge in the poly-silicon gate electrode and quantum state induced band bending. The potential diagram is shown for a \( p \) doped substrate in the accumulation part of a \( C-V \) measurement. Although the poly-silicon is highly doped, it is not truly metallic and the potential starts to drop before the interface between the electrode and gate dielectric. The additional band bending results in a shift of the charge center of the electrons accumulated at the interface.
olution to changes in oxide thickness than ellipsometry [96,97]. Typical current voltage data is shown for oxide thickness between 0.3 and 0.15 nm in Fig. 36. In Fig. 37, the current at 1 V is plotted versus the oxide thickness these same samples [99]. Since the $I-V$ data is a strong function of oxide thickness (10 Å/cm for a 0.04 nm decrease in oxide thickness), measurement resolution appears better than the approximate 0.25 Å change in $\Delta$ estimated for ellipsometry at 632.8 nm. On the basis of the measurement procedure reported by Brown et al., the thickness associated with measured current must be calibrated using another measurement. The $I-V$ characteristics should depend on doping characteristics such as channel dose. Unless calibrated to $C-V$, $I-V$ thickness does not depend on knowledge of the static dielectric constant. The thickness of thin dielectric layers can be determined directly from modeling [96–97]. The accuracy of model based thickness determination seems to be controversial.

5.6. Comments on direct comparison of optical and $C-V$ measurements

As discussed above, optical thickness is calculated from the refractive index of the oxide film and those of the interface and substrate layers while a capacitance based thickness is calculated from the dielectric constant of the oxide film. Fundamentally, the two approaches should give the same value of the oxide thickness when both are interpreted using physically correct models. The complex refractive index is the square root of the frequency dependent dielectric function $e(\omega)$ [101]. Although both quantities are complex numbers, low frequency electrical measurements of silicon dioxide thickness use the real part of the dielectric constant [93,94,101]. Dielectrics with large values of the imaginary part of the dielectric constant would cause power loss if used in MOS devices and thus it is expected that this chapter’s discussion of capacitance measurement of oxide thickness will apply to alternate dielectrics. There is little data on the low frequency (<1 GHz) dielectric constant of alternate gate dielectric materials other than book values of the real part of bulk materials. At this time, optical modeling of the interfacial effects is more developed than was that of the interfaceless, slab dielectric model used for calculating thickness from electrical measurements. As discussed above, the optical properties of the interface are...
different from bulk SiO₂ and thus the dielectric constant of the interface must be different. Both the refractive index and the dielectric constant are frequency dependent quantities. The error in SiO₂ thickness that results from the error associated with the refractive index of bulk silicon at wavelengths used by commercial ellipsometers has been discussed in the literature [14, 86]. This leads to the question of how well the static dielectric constant of SiO₂ is known. Direct comparison of both methods requires accurate dielec-
tric constants at both optical wavelengths and zero frequency. A recent study has investigated the effect of correcting the area used in capacitance-based thickness measurement for the microroughness based increase in area \[102\]. The proposed correction factor is a function of rms roughness and was calculated to be a small percentage of the total area for rms values below 1 nm \[102\]. Further work in this is expected to better define the correlation between electrical and physical measurements.

Several workers anticipate a change in the physical structure of the interface after thermal processing done subsequently to gate dielectric oxidation. Some of the predicted structural changes include stress relief, reduction in the amount of substoichiometric oxide states and microscopic smoothening. The change in optical properties associated with these structural changes may result in more uniform dielectric properties thus minimizing the influence of the 'as-grown' interfacial layer. This leads to a complicated set of comparison criteria. For example, ellipsometry and corona discharge based, non-contact \(C-V\) method (Quantox\textsuperscript{\textregistered}) both measure the gate dielectric after its formation. Transistor based \(C-V\) measurements are done after additional thermal processes such as polysilicon gate electrode deposition. Lower temperatures are used for metal electrode (typically aluminum) deposition for \(C-V\) test structures. As previously mentioned, the interfacial layer is now a significant part of the total film thickness and differences due to subsequent processing can effect the accuracy of intermethod comparisons and ultimately thickness calibration.

6. Conclusions

The existence of an interfacial layer between silicon

![Graph](image-url)  
Fig. 36. Current–voltage data applied to oxide thickness measurement. (Figure first published in Ref. \[71\]. Reproduced with permission.) At 1 V bias, the current varies over seven orders of magnitude as the oxide thickness changes from \(~3\) to \(~.8\) nm. Simulated data is also shown. Figure and data courtesy of George Brown, Texas Instruments.
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Fig. 37. Current–voltage data with optically measured oxide thickness. (Figure first published in Ref. \[71\]. Reproduced with permission.) The current values were taken from data at an effective bias (applied voltage–flat band voltage) of 1 V. Figure and data courtesy of George Brown, Texas Instruments.
dioxide and silicon is accepted by a majority of the technical community and this review supports that consensus. There is clearly 1 ML of an interfacial layer in the SiO₂/Si case since it is chemically impossible to go from a Si⁴⁺ layer to a Si⁰ one without having at least one sub-oxide layer. The issue is the extent and nature of the interface beyond this monolayer. There is evidence for up to ~1 ML of additional substoichiometric oxide located within the first 5–10 Å of the interface. Since each characterization method probes slightly different aspects of the interface, we summarize here how they all complement each other to give a more comprehensive picture of the interface stoichiometry, roughness and stress.

X-ray photoelectron spectroscopy shows the presence of at least a monolayer film of incompletely oxidized silicon (known as the sub-oxide layer). The proof of the existence of this layer is based on the assignment of the intermediate region of the Si photoelectron spectrum in terms of incomplete oxidation states, i.e. Si 2p (+3), (+2) and (+1), for data taken on very thin oxide layers of as-deposited films. Electron energy loss studies using scanning transmission electron microscopy show that the shape of both Si–L and O–K edges changes at the interface due to the presence of interface states. Infrared spectroscopy further supports the presence of substoichiometry at the interface.

The issue of atomic level microroughness at the interface over large areas is addressed using ellipsometry and X-ray reflectivity. An area that is microns² in size will have many terrace structures and other atomic and larger flatness variations that are called microroughness. Atomic force microscopy typically measures <0.1 nm rms roughness when an area of 1 × 1 μm is scanned [103]. Larger area scans of 5 μm² have observed up to a few tenths of a nm rms [104]. The value of rms depends on tip shape for AFM and comparison with other methods requires knowledge the surface (spatial) wavelength range being sampled. Optical measurements in the visible wavelength range also average this information normal to the surface since the wavelength is large compared to atomic dimensions. Thus ellipsometry observes a slab of mixed dielectric constant. Correspondingly, some scanning transmission electron microscopy and MEIS studies have been interpreted as showing that the silicon below the oxide layer undergoes a lattice expansion of 0.01 and 0.001 nm, respectively.

Stress within the oxide layer itself, i.e. above the interface plane, is also important. Conventional wisdom indicates that the silicon dioxide above the sub-oxide layer is compressively stressed based on the intuitive argument that the SiO₂ lattice has half the Si density as the bulk Si that is being consumed during oxidation. Thus the O₂ induced film growth causes a strain/density change in the overlayer that takes time (and temperature) to relax. X-ray reflectivity and now X-ray photoelectron spectroscopy both support the presence of stress. Earlier IR measurements of the frequency shift of TO and LO upon oxide thinning were also interpreted in terms of oxide stress. The measurements presented in this paper, however, suggest that the TO/LO frequency shifts are in fact dominated by interfacial substoichiometry rather than stress, so that the IR measurements, while consistent with some stress in the oxide, do not bring additional information on the magnitude or nature of the stress. Exciting, X-ray photoelectron spectroscopy data have recently been interpreted in terms of stress in the oxide layer above the sub-oxide region. While acceptance of this new XPS-based observation of stressed oxide awaits critical review by the community, X-ray reflectivity studies are still considered the most accepted evidence for the stressed interfacial oxide layer. One of the models used to describe the X-ray reflectivity data indicates a 1 nm densified (i.e. stressed) oxide layer at the interface. The amount of increase in density over bulk oxide is from 2 to 4%. Another model interprets the X-ray reflectivity data in terms of a much thinner, diffuse interface. This latter model was used in order to facilitate comparison with neutron reflectivity. Despite this ambiguity, the existence of a stressed oxide layer at the interface remains part of the conventional wisdom.

In-line ellipsometry can monitor thickness based on optical models that include an interfacial layer. The question of which model is physically correct remains. The long wavelength of ellipsometry and the need to sample a large area results in an averaged sampling of interfacial optical properties. The next step toward inclusion of a physically correct interfacial layer in the optical model used to interpret in-line ellipsometry is to compare existing interfacial models with one that includes an approximately 1 nm thick interfacial layer with a densified oxide.

Finally, the correlation between electrical measurements such as capacitance–voltage and optical measurements such as ellipsometry requires an improved understanding of the dielectric properties of the oxide film. The dielectric properties of the interface were found to be different from bulk oxide layers and are thought to change after further thermal processing.
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